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- AMETHOD AND APPARATUS FOR PERIODICALLY
DELIVERING AN OPTIMAL BATCH BROADCAST SCHEDULE
BASED ON DISTRIBUTED CLIENT FEEDBACK
BACKGROUND OF THE INVENTION |

Field of the Invention

The present invention relates generally to broadcast systems and, more
specifically, the present invention relates to delivering content using a batch delivery
mechanism based on demand feedback data provided by various clients that are distributed

across a broadcast area.

Background Information

Broadcast systeﬁns traditionally transmit data in one direction from a broadcasting
source, such as an antenna, satellite or a cpmbuter server system to a pluralify of broadcast
consumers, who typically receive the broadcast data using television receivers, cab.le V
boxes, set-top boxes, or client‘cox.nputers. For the purposes used herein, the broadéasting
source will be 'ref-erred toasa “servel;'system,” or “broadcast server” and the broadéast :

consumers (i.e., users) are referred to as “clients” who receive content via “client

* systems.” Users of the client systems typically consume the signals received from the

server system as they are broadcast. For e:{ample, broadcast signals corresponding to a
live event are received substantially in real time. The same is true for other types of -
broadcast content, such as pre-recorded television shows and movies. Unlike live events,

the data corresponding to prerecorded shows and movies is stored somewhere in the

broadcast system in advance.

Presently, a common content-delivery broadcasting method in which client end-
users are provided with content involves server systems that broadcast the same data

continuously and/or at staggered intervals. Thus, if a user desires to consume a particular

1
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piece of content, such as a movie or television show, the user' “tunes in” to one of the
repeated broadcasts of the content at the time the broadcast occurs. One example of this
paradigm can be illustrated with present day “pay pér view” movies that are available

. from cable or satellite television providers. For instance, cable television providers
commonly broadcast the same movies repeatedly on multiple channels at staggered
intervals. Users that wish to watch a particular movie simply tune in to one of the
channels on which the desired movie is broadcast at the beginning of one of the times that
the movie is broadcast. The continuous and repeated broadcasts of the same data or
programs results in a very ingfﬁcient use of broadcast bandwidth. Bandwidth used t§
broadcast the same data repe.atedly on multiple channéls could otherwise be used to .
broadcast different data.

Another parad.igni for providing content in a broadcast system.involves a user
recording a particular data file and later accessing the data file “on demand.” Continuing
with the television broadcast illustration discussed above, an example of this paradigm is a
user setting up his or her video cassette recorder (VCR) to record a desired television »
program. Later, when the user wishes to watch the teievision program “on demand,” the |
user simﬁly plays the earliér recorded program from his or her VCR. Recently, more A
advanced digitai vidgo recorders have become available, which record the television
broadcasts on internal hard drives inétead of the video cassette tapes used by traditional
VCRs. However, use of the digital video recorders is similar to traditional VCRs in that
the' users are required to explicitly set the criteria used (e.g. date, time) to determine which
broadcasts are recorded on the internal hard drives.

Another limitation'wi.th present day broadcast systems .is that it is difficult for fnqst
users of the client systems to provide feedback to broédcaéters with regard to

" programming. For example, continuing with the television broadcast illustration discussed
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above, many of today’s television broadcasters rely upon Neilson rétings to determine
broadcast programming and/or scheduling. Neilson ratings are generally based upon only
a small sampling of a cross-section of the public, and they typically measure only the
share (estimated percentage of users watching a given televisién show vs. all television .
shows at the time a show is broadcast) and audience (estimatgd total number of people
watching at least a pohion of a given show. Consequently, most television viewers have

relatively little or no impact on broadcast schedules and/or content.
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BRIEF DESCRIPTION OF THE DRAWINGS
The present invention is illustrated by way of example a.nd not limitation in the
accompanying figures, wherein. |
FIGURE 1A is a block schematic diagram illustrating one embodiment of a

broadcast system in accordance with the teachings of the present invention in which a

_broadcast server broadcasts various data to a plurality of client systems;.

FIGURE 1B is a block schematic diagram illustrating another embodiment of a
broadcast system in acco'rdance‘with the teachings of the present invention in which back
channel communications links enable client systems to send data back to a broadcast
server; |

FIGURE ICisa block schematic diagram illustrating yet another emb'odiniént ofa -
broadcast system in accordance with the teachings of the present invention in which the a

broadcast server and various client systems are enabled to communication via a computer

‘network;.

FIGURE 2 isa bléck schematic diagram of one embodiment of a computer system
representative of a client system or a server in accordancc with the teachings of the preseﬁt
invention, | |

FIGURE 3 is a flow diagram illustrating one embodiment of the flow of events in a
broadcast server and a cl‘ient system when broadcas_ting and processing meta-data and data
files in accordance witﬁ the teachings of fhé present invention.

- FIGURE 4A is a schematic diagram illustrating a first broadcast system

implementation of the present invention is which meta-data and content is broadcast via a

satellite network to a pluralit)" of client systems and client demand feedback data is sent |
back from the client systems via telecommunications links;

- FIGURE 4B is a schematic diagram illustrating a second broadcast system

4
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implementation of the present invention is which meta-data and content is broadcast to a
plurality of client systems and client demand feedback data is sent back from the client
systems via a bi-directional cable network; |

FIGURE 4C is a schematic diagram illustrating a third broadcast system
implementation of the present invention is which meta-data and content is broadcast to a
plurality of client systems and client demand feedback data is sent back from the client
systems via a computer network; |

FIGURE § is a flow diagfam illustrating one embodimenf of the flow of events in a-
cliént system when processing meta-data broadcast from a server to maintain a meta-data
table and content rating table; |

FIGURE 6 is an illustration of one example of meta-dafa broadcast by a server to
describe a in accordance with I-he teachings of the present invention.

FIGURE 7 is an illustration of one example of a meta-data table updated and
maintained by a client in accordance -with the teadhings of the pre_sént invéntion. |

~ FIGURE 8 is an illustration of one example of a content rating table updated and'-

maintained by a client in accordance with the teachings of the present invention. .

FIGURE 9 is diagram an illustrating one embodiment of data files that are

‘classified by a user in accordance with the teachings of the preéent invention.

FIGURE 10 s diagram illustrating one embodiment of a meta-data table that is
updated in respbnse to user classifications in accordance with the teachings of the present
invention.

FIGURE 11 is diagram illustrating one embodiment of a meta-data table that is

updated after a user access in accordance with the teachings of the present invention.

FIGURE 12 is diagram illustrating one embodiment of a content rating table that is

updated after a user access in accordance with the teachings of the present invention.
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FIGURE 13 is diagram illustrating another embodiment of a meta-data table that is
updated after another user access in accordance with the teachings of the present
invention.~

FIGURE 14 in a representation of a user interface that enables users of client

S systems to enter ratings and ranking data, wherein user-interactions with a ratings tab are
illustrated; .

FIGURE 15A is a representation of the user-interfacé of FIGURE 14, wherein
users are enabled to enter relati\)e ranking information via a ranking tab that supports
numerical ‘entry of ranking data and dragging and dropping content identifiers to reorder

10 the relative rénkings; |
FIGURE 15B is a representation of the user-interface of FIGURE 14 in illUsfrating :
the effect of dragging and dropping a content identifier corresponding to an a piece of
content in FIGURE 15A;
FIGURE 15C is a representation of the user-interface of FIGURE 14 that
15 illustrates how the _relativé rankings may be updated by activating an update rank button;
FIGURE 16 is a schematic diagram illustrating how various client systems may be.
segmented based on geogréphy and broadcast network; |
FIGURE 17 is ai schematic diagram illustrating exemplary configurations of a set
of client demand feedback data as it is received from a client system and theé same data
20  after it is entered into a' database;
- FIGURE 18 i§ a schematic diagram illustrating ;1 query process that is used to build
an 'ordered list corresponding to a broadcast scheduling cue;
| FIGURE 19 is a schematic diagram illustrating a conventional method for
broadcasting variable rate Adata streams;

25 - .FIGURE 20 is a schematic diagram illustrating the use of null pécket insertion of

6
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data to fully utilize the bandwidth that unused in the convention brdadcast of variable rate
data streams in accordance with the teachings of the present invention;

FIGURE 21 is a block schematic diagram illustrating how pieces of content are
selected during a batch processing embodiment in accordance lwith the teachings of the

S present invention; V '

FIGURE 22 is a flow diagram illustrating the logic used by the present inventibn '
when performing one embodiment ofa Batch content selection process; and

FIGURE 23 is a schematic diagrﬁm illustrating in examplé in which a ‘p'iec‘e of
coﬁtent is skipped because it’s size is greater than the remaining space for a éivén batch of

10  content.
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DETAILED DESCRIPTION

In one aspect of the present invention, signaling methods and apparatuses for
providing bontent via a broadcaét system based on client feedback information are
disclosed. In another aspect of the present inven_fion, methods and apparatuses are
disclosed for rating and ranking content from among various pieces of coﬁtent that are in
consideration to be broadcast_ during an upcoming broadcast window are disclosed. In yet
another aspect of the present invention, methods and apparatuses for dynamically
determining the broadcast contént and/or schedule of a broadcast operation center are
disclosed. In the following description numerou§ specific details are set forth in order to
provide a thérough understahding of the present invention. It will Be apparent, however,
to one having ordinary skill iﬁ the art that the specific detail nee}d not be employed t§
practice the present invention. In other instances, well-known materials 6r methods have
not been described ip detail in order to avoid obscuring the present in.vention.

FIGURE 1A is an illustration of one embodiment of a broadcast system in

accordance with the teachings of the present invention. As illustrated in the depicted

embodiment, a broadcast sefver 103 is cohﬁgured to broadcast information to a plurality
of client systems 105, 107 and 109. In the embodiment shown in Figure 1A, client system-
105 receives a broadcaét from broadcast server 103 through a broadcast link 115 from a
broadcast antenna 111. Similarly, client system 107 receives a broadcast from broadcast
server 103 through a bfoadcast link 117 énﬂ client system 109 receives a broadcast from

broadcast server 103 through a broadcast link 119 from broadcast antenna 111. In one

) erﬁbodiment, broadcast links 115, 117 and 119 are uni-directional wireless radio frequency

(RF) links from broadcast antenna in a format such as for example, but not limited to

known amplitude modulation (AM) or frequency modulation (FM) radio signals,

-television (TV) signals, digital video broadcast (DVB) signals or the like, which are

8
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broadcast through the atmosphere.

In one embodiment, broadcast server 103 is configured to broadcast a plurality'of
data files, which may be received by client systems 105, 107 and 109. In one
embodiment, the data files may be any combination of a numt;er of different types of ﬁlés
including for example video, audio, graphics, text, multi-fnedia or the like. Fdr purposes
of exp]anétion, many of the examples provided in this disclosure to help describe the |
present invention assume that the data ﬁhles to be broadcast by the server are audiq/video
files, such as for example movies with rﬁoving images and sound, which are termed
“pieces of content” herein. However, it will be appreciated that the data files Broadcast in
accordance with the teachings of the present invention are not limited only to addio/video
files. “ | |

As illustrated in the erﬁbodiment »sholwn FIGURE 14, the broadcast links 115, 117,

and 119 comprise is a one-way or uni-directional communication links between broadcast

~ server 103 and client systems 105, 107 and 109. However, in another embodiment, it is

appreciated that fhere_may also be a second communications link between each client

system 105, 107 and 109 and broadcast server 103, respectively. In particular, FIGURE

1B is an illustration of the broadcast system of FIGURE 1A with the addition of a “back

channel” or communications link between each of client systems 105, 107 and 109 and
broadcast server 103. In particular, the embodiment illustrated in FIGURE. 1B shows
communication links 121, 123 and 125, which may be used by client systemé 105, 107 and
1.09, .respectiveiy, to send information back to broadcast server 103. Althougﬁ | -

communication links 121, 123 and 125 are illustrated in Figure 1B as direct links between

| -client systems 105, 107 and 109 and broadcast server 103, it is appreciated that client

systems 105, 107 and 109 inay communicate information to broadcast server 103 through

indirect links such as for example but not limited to broadcasted wireless signals, network

9
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communications or the like.

FIGURE IC is an illustration of yet another embodimenf of a broadcast system in
accordance with the teachings of the present invention. As shown, broadcast server 103 is

_ coupled to broadcast information to a plurality of 'client systems 105, 107 and 109 over a

network 113. In one embodiment, network 113 may be any type of commﬁnications
‘network through which a plurality of different devices may communicate, such as the
Internet, a wide area network (WAN), a local area network (LAN), an intranet, or the like.

In the embodiment i]lust.rated in FIGURE 1C, client system 105-is coupled to
receive information broadcast from broadcast server 103 throu gh broadcast link 115.
Similarly, cli'ent system 107 is coupled to receive information broadcast from broadcast
server 103 through broadcast link 117 and client system 109 coupled to receive |
information broadcast from broadcast server 103 through broadcast link 119. It is not_ed
that in the embodfmgnt illustrated in FIGURE 1C, broadcast links 115,117 and 119 are
shown as bi-directional links from network 113 to client systems 105, 107 and 109, which
-enable client systems 105‘, 107 and 109 to send information to broadcast server 103.

FIGURE 2 is a block diagram illustrating one embodiment of a machine 301 that
may be used for the broadcast server 103, or client systems 103, 105 or 107 in accordance
with the teachings of tﬁe present invention. Typically, client systems 103, 105, and 107
may use various types of machines, including a set-top box 102, desktop computer or
_Wworkstation 104, and léptOp computer 106. ' The ma;:hine used for server 103 will typically
coﬁprjse a computer server 108 or similar typé of serve.r hardware that is designed to
brdadcast datatoa plurality of clients. In one embodiment, machine 301 is a computer or

a set top box that includes a processor 303 coupled to a bus 307. In one embodiment,

~ memory 305, storage 311, display controller 309, communications interface 313,

input/output controller 315 and audio controller 327 are also coupled to bus 307.

10
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In one embodiment, machine 301 interfaces to external systems through
communications interface 313. Communications interface 313 may include a radio
transceiver compatible with AM, FM, TV, digital TV, DVB, wireless te]e.phonq signals or
the like. Communications interface 313 may also include an analog modem, Integratéd :
Services Digital Network (ISDN) modem, cable modem, Digital Subscriber Line (DSL)
modem, a T-1 line interfgce, a T-3 line interface, an optical carrier interface (e.g. OC-3),
token ring interface, satellite transmis;ioﬁ interface, a wireless interface or other interfaces
for coupling a device to other devices. |

| In one embodiment, a carrier wave signal 323 is received by communicétions
interface 313 to communicate with antenna 111. In one embodiment, carrier waQe signal
3251is ré?;eived/transmitted between communications interface 313 and network 1 13; In
one embodimenﬂ a communications signal 3'25‘ may be used to interface machine 301 with
another computér system, a network hub, router or the like. In one embodiment, carrier
~ wave signals 323 and 325 are considered to be machine readable média, v&hich may be
transmitted through wires, cables, optical fibers or through the atmosphere, or the like.

In one embodiment, processor 303 may be a conventional microprocessor,_ such as
for example but not limited to an Intel x86 or Pentium famil); microprocessor, a Motorola
family mic;oprocessor, or the like. Memory 305 rhay be a machine readable medium such
as dynamic random access memory (DRAM) and may include static random access
memory (SRAM). Display controller 309 controls in a conventional manner ;1 display
3 19, which in Qrie embodiment may be a cathode ray tube (CRT), a liquid cryétal display
(LCD), an acti\;e matrix display, a television monitor or the like. The input/output device.

317 coupled to input/output controller 315 may be a keyboard, disk drive, printer, scanner
and other input and output devices, including a television remote, mouse, trackball,’

trackpad, joystick, or the like. In one embodiment, audio controller 327 controls in a

11
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conventional manner audio output 331, which may include for example audio speakers,
headphones, an audio receiver, amplifier or the like. In one emEodiment, controller also
controls iﬁ a conventional mannér audio input 329, which may include for example a

. microphone or input(s) from an audio or musical device, or the like.

- Storage 311 in one embodiment may include machine-readable media such as for
example but not limited to a magnetic hard disk, a floppy diék, an optical disk, a read-only
memory (ROM) component, a smart card or another form of storage for data. In one
embodiment, storage 311 may ihcludé removable media, read-only media,
readable/writable media or the like. Some of the data may be written by a direct memory
access procéss into memory .'305 during execution of software in computer system 301. It
is appreciated that software ﬁay reside in storage 311, memory:305 or may be trarisﬁxitted o
or received via modem or communications interface 313. For the purposes of the
specification, the term “machine readable medium” shall be taken to include any medium
that is capable of storing data, information or encoding a sequence of instructions for

- execution by processor 3_03 to cause processor 303 to perform the methodologies of the
present invention. The term “machine readable medium” shall be taken to include, but is
not limited to solid-state mémories, optical and magnetic disks, carrier wave signals, and ‘
the like. - |

In one embodimeht, a broadcast system, such as for example one similar to any of

those illustrated in FIGURES 1A-1C, is éohﬁgured to have a broadcast server 103 .
bro;ad_cast a plurality of data files toa plurality of client-system 105, 107 and 109. As will
beAdiscussed in greater detail below, each of the plurality of data files ‘co.rresponds toa
Arespective piece of content that is described with meta-data in accordance with teachings
of one embodiment of the present invention. In gene}al, n'wté-data can be considered as'a

- set of descriptors or attribute values that describe content or data files to be broadcast or

12
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potentially broadcast from server 103. The meta-data of the present invention provides
information that enables client systems 105, 107 and 109 to reason and make informed.
decisions regarding the content of data files to be broadcast iater by broadcast server 103_.
As will be discussed, various embodiments of the present invention utilize the meta-data.
for client-side filtering, storage management and other pérsonalization techniques as well
as determine broadcast schedules and content of upcoming server broadcasts.

The present invention addresses many of the inadequacies in the prior art relating
to the broadcasting of undesired content Ey providing a method and system that broadcasts '
content based on client demand feedback information. The invention defines a mechanism
for generating optimized broadcast schedules whereby content description information
corresponding to various pieces of content (e.g., movies, pre-recorded and live TV shows,
etc,) that are in éonsideratibn f;)r broadca;t by a broadcast operations center is periddically
broadcast to client systems, whereupon the client systems rate and/or rank the pieces of
content using either user feedback, automatic feedback based on a dscr’s brevious viewing
habits and other Considerations, or a combination of the two. Demand feedback data from
the client systems are then forwarded back to the broadcast operations center, which then.
generates or updates broadcast schedule queue comf)rising aﬁ ordered list of content to be
broadcast based, at least in part, on the demand féedback inforfnation received from the
client systems. Based on their placement in the brdadcast— schedule queue, pieces of .
content are then broadcast to the client systems, whereupon the client systems can

selectively determine which, if any of the pieces of content that are broadcast should be

cached by that client system for subsequent “on demand” viewing. In one embodiment, .

this process is repeated continuously, enabling the broadcast operations center to optimize
its broadcast schedule based on client demand feedback rather that having touse a°

conventional predetermined broadcast schedule.

13
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A flowchart corresponding to an exemplary implementation of the invention is
FIGURE 3. As discussed above, the first task is to provide content description

information to the various client systems that may be operated by users who may desire to

_ view content provided by the broadcast operations center. In one embodiment, the content

description information is sent as meta-data comprising a set of content descriptors for

~each piece of content that is considered for the broadcast schedule. In general, the content

descriptors may be sent as a continuous stream that the client systems can tap into at any
point in time to capture the confent description information. - As necessary, the content
descriptor stream may be preceded by an annouﬁcement of where the stream is (e.g., what
channel(s) it is broadcast on) and how to locate it. The content descriptor meta-data may
also be sent as a file on a periodic basi;. In one embodiment, a: trigger may be sent io
signal the client systems that the content description file is about to be sent so those client
systems can recei.veAand store the content descriptor meta-data.

As illustrated by a block 301, in one embodiment, a meta-data broadcast schedule
is broadcast to the client éyétems over an appropriate broadcast link. For examplg, the
client sy'stems may comprise set-top boxes and the broadcast links may comprise satellite
television links, as illustrated in FIGURE 4A. In this instance, a broadcast server 103A
operated by a .broadcasf operations center 126A sends an uplink signal 128 to a

satellite 130 via a ground station 132. Satellite 130 then broadcasts the meta-data

‘broadcast schedule to client systems 103A, 105A, and 107A via radio frequency (RF)

links 115A, 117A, and 119A, which are forméd by RF transmission of data from the

satellite to respective antennas 134, 136, and 138. Generally, satellite 130 functions as a

multi-channel transponder, which sends out data streams using predetermine radio
frequency bands, wherein each band corresponds to a respective channel. In one

embodiment, a selected channel may be used to send this meta-data broadcast schedule

14
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data. In another embodiment, unused portions of a selected channel or multiplexed
channels may be used to send the schedule data, as described in further detail below.

As discussed above, in addition to broadcasting contént via satelliie RF _liriks,
content may be broadcast over various networks, such as cable systems and computef
networks. An exemplary system for impleménting the inQention using a bi-dirlectional
cable system is shown in FIGURE 4B. In this system, a broadcast server 103B‘_operated
by a broadcast operations center 126B sﬁbmits broadcast data, sugh as the rﬁeta-data
broadcast schedule, to a cable syétem heéd-end 142. The cable system head-eﬂd providgs '
thé broadcasting functionality for the cable system, enabling data to be broadcést to set-top
box cliént systems 115B, .1 17B, and 119B via a cable network 113B and respective bi-
directiénal cable links 115B, 117B, and 119B.

- An exemplary syste-m _for implemgntfng the invention wherein broadcast and client

feedback data are transmitted via a computer network is shown in FIGURE 4C. In this

' enibodimcn_t, a broadcast server 103C operated by a broadcast operétions center 126C

broadcasts data ﬁsing a common network protocol, such as UDP or TCP/IP, or one of B
various emerging-computer netowork broadcast protocols, over a computer network 113C
to computer client systems 105C, 107C, and 109C via netwc;rk links 115C, 117C, and
119C. '

In one embodiment, the meta-data broadcast schedule indicates sﬁme point in the
future when the actual meta-data of the present invention is going to be broadcast by the
broadcast servef. In one embodiment, the client systems use known ports suéh as , those
used in the program and system information protocol (PSIP), DVB, service advertising
| protocol (SAP), or the like, to listen for upcoming service announcements from the

| broadcast server.

In one embodiment, each client 105x, 107x and 109x (wherein 105“x” includes
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105A, 105B, and 105C, etc.) contains a known scheduling sefvice, which accepts requests
to wake up, or be activated, at a specific time to receive the information broadcast by the

broadcast server 103x. This scheduling service enables the client systems to wake up at a

. specified time and select a specified service. For example, in one embodiment, this

selection process can be accomplished by tuning to a specific frequency, such as for
.example in an Advanced Television Systems Committee (ATSC) or a DVB transponder or
the like. In one embodiment, the selection process or can be based on a set of data, such
as for example multi-cast Interﬁet protocol (IP) addresses, which define a service.

‘In 6ne embodiment, a client application registers with the client signaling systém
to receive signals from a specific content provider. Tﬁe clierit signaling system maintains
a table of applications associated with specific content providers. In one embodiment,
information from the broadcast server is broadcast over known addresses such that each
client can use the known address.

Returning to the flowchart of FIGURE 3, in a block 304 the client receives the

-meta-data broadcast schedu'le from the broadcast server. In one embodiment, client
éystems AlOSx, 107x and 109x capture and process this pre-broadcast information in order
to determine when to waké-up and receive content, where to receive the content and which
content to receive. In one emBodiment, when the meta-data broadcast schedule is received
by a client system, the régistered appiication in the client system is notified to receive the
meta-data broadcast schedule. B
| _In alternative embodiments, the meta-data itself is broadcast continuously as a

stréam that the client systems can tap into at any point in time. Accordingly, in these
embodiments the operations berformed by blocks 300 and 302 are not required, as
indicated by the dashed outlines for these block (indiéating they are optional). Preferably,

‘when streaming embodiments are used, the meta-data stream will include a marker signal

16



10

15

20

25

WO 02/104031 PCT/US02/17316

to indicate a start point for the current set of meta-data such that a client system only needs
to listen for meta-data for a period during which two marker signals are received
(guaranteeing that a complete set of the current meta-data has been received). Optionally,
the client systems may keep track of the individual content descriptors as the occur in th(.'.}
stream, whereby the client systems will know they have received a complete set of meta-
data when they encounter a content descriptor they have previously received.

In a block 304, meta-data 127 (sée FIGURES 4A-C) is broadcast from ﬁe
broadcast server to the client systems at the time specified in the :meta-daté bfoadcast
schedule or using continuous streaming. In one embodiment, the clients wake-up at the
pre-speéiﬁed time indicated in the meta-data broadcast schedule to receive mgfa-data 127 .
from tﬁé server. In a block 306 the client systems receive the broadcast of meta-dafa from
the br_oadcast server. ‘As will Be discussed, fhc meta-data includes descriptions of é.
plurality of data files that will be broadcést or potentially broadcast later by the server
system. At this point, the first task of providing meta-data to the‘client' S).'stems, as
indicated by an ehcirc_led “1” in FIGURES 3 and 4A-4C is completed.

As provided by a block 308, upon receiving meta-data 127, the client systems rate

.and/or rank the pieces of content corresponding to the meta-data to provide client demand

feedback data back to the 'broadcast operations céntgr indicating which pieces of content a
user(s) of a given client system would like to have broadcast such that those pieces éf
content may be captured and cached on the client system for “on demand” viéwing by the
user(s) of those'client syStems. There are three methods by which the client éystems can |

produce the client demand feedback data. In one embodiment, the user(s) of the client

systems may manually rate or provide relative rankings for the pieces of content described

by a current set of meta-data, providing an explicit indication of what they would like to

have broacicast. This process is provided by a block 310 in the flowchart and described in
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further detail below. In another embodiment, rating and or relative rankings data is
automatically generated by the client system in a block 312, based on, at least in part,

previous viewing preferences of the users. This process is also described in further detail

. below. In a third embodiment, the client demand feedback data comprises a combination

of user- and client system-generated ratings and/or rankings data.

In a block 314, the client system sends its demand feédback data back to the server,
which receives the data in a block 316. The demand feedbaék data is indicated as
“CLIENT FEEDBACK DATA’; 129 6r “CFD” 129 in FIGURES 4A-C, and the process of
sending the demand feedback data back to the broadcast operations center is indicated by
an encircled ;‘2” inF IGURES 3 and 4A-4C. Inone efnbodiment, each client in the
broadcast network sends deménd feedback data corresponding to all of the pieces of .
content that are described by a current set of meta-data 127 broadcast earlier from
broadcast server 103x. Alternatively, each client system sends all or part of a content
rating/ranking table maihtain@d on the client system, described in further detail below.

Depending on the -brbadcasting system used, there are several different types of
communication links that may be used to provide client demand feedback data back to"thev
broadcast operations center. As discussed above with reference to FIGURE 1B, each of
clients 105, 107, and 169 is provided with a “back channel” communications link,
respectively indicated by communication links 121, 123, and 125. In the case of a
conventional satellite télevisién broadcasf system, such as shown in FIGURE 4A, there is
only a uni-directionél link between the satellite(s) and the recei\_'ing antennas. As a result,
the‘communication link back to the broadcast operations center in these systems will
typically involve some form of telecommunications (Telco) link, as indicatéd by links
121A, 123A, and 125, frorﬁ the clients, whicl} are coﬁnectéd to broadcast operations’

center 126A via a Telco network 113A and a network link 144. It will be understood that
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future satellite broadcast systems may provide bi-directional communication links,
whereby the client demand feedback data can be sent back to the broadcast operations
center using a transceiver antenna. This type of communica;(ions technolbgy may likely be
similar to today’s VSAT (Very Small Aperture Terminal) technology, which provideé bi-
directional satellite communication capabilities to users of VSAT systems.

In instances in which bi-directional cable broadcast systems are used, as shown in
FIGURE 4B, the same communications iink for a given client system may be used for
both receiving broadcast data and for sending client demand feedback data back to
bréadcast operations center 126B. Similarly, when a computer network broadcast
infrastructure is used, such,a's depicted in FIGURE 4C, the same links can be used for
receiviﬁg broadcast data and sending client demand feedback data back to broadcast
operations center 126C. It is ﬁoted that in cdmputer networks, the actual “links” méy be
dynamic, wherein data packets are sent between end-points, such as between a client’
system and a server, using dynamic routing. However, for illustrati\'e pu@oses, th:ese
links are depicted as solid lines in FIGURE 4C.

Upon receiving client demand feedback data 129, the broadcast operations center
creates or updates a broadcast schedule queue 133 cbmprisiﬁg a list of the pieces of
content that is ordered, at least in part, 'by aggregéting the client demand feedback data,
wherein the'pieces of content with the highest demand are placed toward the top of the list.
This process is indicated by an encircled “3” in FIGURES 3 and 4A-C. In géneral, the list
ié generated by éggregating the client demand feedback data, and optionally, ;applying‘ ‘
server-side coﬁsiderations such as whether a piece of content was re(:ently broadcasted and
'various business considerations, such as contractual agreements with a broadcast service
provider. Further details cbnccrning how the broadcast schedule queue is generated are.

described below.
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In one embodiment, the broadcast operations center then selects pieces of content
to broadcast based on the client demand feedback data. In one embodiment, the pieces of
content thét are to be broadcast are determined based on rating information provided by

. the client systems. As a result, only the most appropriate pieces of content for the

customer base (i.e., users of the client systems) are broadcasted by the broadcast
_operations center. For instance, in one embodiment, only thé pieces of content having the
highest aggregated ratings are broadc_ast, while those pieces of content having the lowest
ratings are not broadcast. In one embbdiment, the broadcast schedule is also determined
in response to be ranking. For instance, in one embodiment, the highest ranked data files
are broadcast before lower ranked data files. In anotﬁer embodiment, the highest ranked
pieces of content are broadcast at a time assumed most appropriate to send highly ranked
content. For ir;stance; assume an example where Thursday evenings during primetime is
the most important time for a broadcaster to have the highest ratings for broadcast. In this
example, a broadcast opératio_ns center in‘accordance with }eachings of the present
invention would blfoadcaét a data file corresponding to the highest-ranking piece of - ‘
content 6n Thursday evening during primetime. It is appreciated, of course, that this
example was given for exﬁlanatibn pur'poses only and that a Eroadcast operations center
may determine a broadcast schedule in other ways in response to demand feedback data
received from the client éystems.

In one embodiment, the data ﬁles' tc; broadcast and/or the broadcast schedule are
determined dynamically by the broadcast operations center in response to the client
_demand feedback data received from the client systems in accordance with teachings of
the present invention. Therefore, in one embodiment, broadqaét schedules can changé
over time depending on which pieces of content are évailable from the broadcast

‘operations center and which content or data files are accessed and/or classified by the

20



10

15

20

25

WO 02/104031 PCT/US02/17316

clients.

Once the pieces of content to be broadcast and the broadcast schedule are
determined by the broadcast server, broadcast server 103 thén broadcasts the content
broadcast schedule to the clients in a block 320. The clients tﬁen receive the content
broadcast schedule in a block 322. In other embodiments, there is no broadcasting of the
content schedule, as indicated by the dashed outlines of blocks 320 and 322.

The next operation to be performed is to deliver content with the highest level of
client demand (generally) to the clients. This is indicated by bloc;ks 326 and 328 iﬁ
FIGURE 3, and is indicated by an encircled “4” in FIGURE 3 and 4A-4C. In éne
embodiment, opportunistic scheduling is used, wherein the next “most valuable”. piece of
content is broadcast on a continual basis. In another embodiment, batches of content are
periodically broadcast. The br_éadcasting of 6ne or more data files corresporiding to
exemplary,pie'ces of content A, B, and C aré showh in FICURES 4A-4C, wherein the’ '
content is collectively identified by a set of content data files 135. Further details of each
of these conteht-Broad_casting embodiments are discussed below:. ‘

For embodiments in which content broadcast schedules have been previously sent,
data files corresponding to each piece of content in the schedule are broadcast from the
broadcast operations center at the scheduled time. In one embddiment, the clients wake-
up at the pre-specified time indicated in the data file broadcast schedule to receive the.data
file(s) for a pieéé of content from the broadcast server. In éther embodiments; content is
bfoadcast on a_“hear real-time” basis, wherein prior schedule information has not Beeri

broadcast for that content. For the purposes of this invention, “near real-time” means the

content is sent shortly after it has been identified as the most-desired content (e.g., 1 hour

or less). In these instances, broadcasting a schedule for such content is optional.

After broadcasting a piece of content, attribute values corresponding to that content
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are recalculated to re-rank the pieces of content in the ordered list used for the broadcast
schedule queue. In general, this will return the piece of content to the bottom of the list, as

provided by a block 228, since the demand for that piece of contents by the client systems

. should be effectively filled by its preceding bfoadcast. As described below, the client

demand feedback data for that piece of content is “reset,” such that only new (i.e.,
subsequently received) client demand feedback data concerning that piece of content is
considered when the ordered list is recalculated

Upon receiving the broadcasted content, in one embodiment the client selectively

* stores data files according to the content rating table stored on the client system as those

data files are 'broadcast, as provided by a block 330. There are various mechanisms that
may be used to determine when a particulér piece of content is captured and cached (i.e.,
stored) on a given client system, and-when other broadcasted content is ignored. In one

embodiment, client demand feedback information, such as content rating and/or ranking

data that is stored on the client system, is used to determine when a data file corresponding

to a particular piece of content is to be captured and cached. The available storage space

on a client system may also be considered. For examplg, if'a client system has a content
rating table indicating that a particular movie has a _mgximum rating, the data file
corresponding to the movie will generally be captured and cacﬁed when that data ﬁl_e is
broadcast.

In some instancés, the determinatiori on whether to capture and cache a new piece
of céntent will depend on how the user rated éontent thai is presgntly stored on the client
sysfem. For example, if a client system is subétantially full (i.e., it cannot store an entire
data files or files corresponding to a new piece of content) and all of the pieées of content

stored on the client system that has yet to be watched has a higher rating than the piece of

content that is next to be broadcast, that content will be ignored. Examples of content that

2

PCT/US02/17316



10

15

20

25

WO 02/104031 PCT/US02/17316

are cached and ignored are depicted in FIGURES 4A-C, wherein clients systems 105x |
selectively cache content A and B, while ignoring content C, client systems 107x
selectively cache content A, while ignoring content B and C; and client S);stem 109x
selectively cache content C, while ignoring content A and B.

In cases where a particular piece of content on a given client system has been
accessed, in one embodiment it will generally be presumed that the user no longer
demands to access that piece of content as much as he or she previously did when the
rating for that piece of client was originally generated. For puméses of this diéclosure, a
usér access may include a user interacting with, viewing, watching, listening to; reading,
consuming, etc., a data file. For instance, one example of a user accessing a daté file may -
be the user watching a particular movie or listening to a particular song provided by one of
the stored data files in client. _Accordingly, when a user accesses a piece of content for

viewing, the meta-data table and the content rating table entries corresponding to that

‘ piece of content-are updated by the client system in a block 332.

FIGURE 5 is a more detailed flow diagram illustrating one embodiment of the
flow of events ina client when procéssing meta-data 127 and updating and maintaining a.
meta-data table and a content rating table in accordance witﬁ the teachings of the present
invention. In particular, the process bégins ina b'loc.k 403 in which a meta-data table is
updated with attributes and attribute values included in the meta-data broadcasted from the
server. Ina block 405 the content rating table is then updated with an entry fér’ each one
of the data ﬁlesAdescribed by the meta-data. |

In one embodiment, it is assumed that a meta-data table, a content.rating table and
'a plurality of déta files already exist in the é]ient system. In one embodim‘enf, the meta-
data table, content rating table and plurality of data files may be stored and maintained in

the client system in memory 305, storage 311 or by accessing a local network or the like
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with machine 301, as illustrated in the embodiment shown in FIGURE 2.
An exemplary set of meta-data 501 correspondipg to four pieces of content is
depicted iﬁ FIGURE 6. For explanation purposes, it is assumed that the data. files
. corresponding to the four pieces of content are audio/video files such as movies or TV
5 programming. As mentioned above, the data files that are broadcast may comprise other
types of files such as audio, graphics, text, multi-media or the like.

In the illustrated embodiment, meta-data 501 indicates that four movies, or more
specifically, four data files corresponding to the four movies, are considered for broadcast
by the broadcast operations center. These movies include “Action Dude,” “The Funny

10 Show,” “Blaét ‘Em” and “H;rdy Har Har.” In generaﬂ, the meta-data will include
attributes and attribute valueé that “describe” each piece of confent the meta-data
corresponds to. In one embodiment, the meta-data is delivered in a tabular format,
wherein the attributes correspond to columns in the format, and the attribute values
‘comprise the row data for the meta-data. ‘For chmple, meta-data 501 includes three

15 - attribute columns, labeled “'Name”, “Actor” and “Genre.” It is appreciated that other
embodinﬁent of the present invention may include different attributes as well as different '
attributes values. For insténce, a non-exhaustive list of othér'attributes that may be used td

~ describe movies may include “Director,” “Additional Actors”, “Year,” “Effects,”
“Ending,” etc. In one erhbodiment, for example, 40‘-50 different attributes are provided to
20  describe movies in acc;)rdance with the téa;:hings of the present invention.
~ In the exemplary set of meta-data 501, “Action Dude” i_s an “action” movie
feéturing actor “Joe Smith.” “The Funny ShoW” is “comedy” movie featuring actress
“Jane Doe.” In addition, “Blast ‘Em” is an “action” movie feéturing actresé “Jane Doe,”
and “Hardy Har Har” is a “comedy” movie featuring 'actor‘ “Joe Smith.”

25 To help illustrate the meta-data table aspect of the present invention, FIGURE 7 is
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an example of one embodiment of meta-data table 601, which is updated and maintained
locally by each client 105, 107 and 109. In the illustrated embodiment, meta-data table
601 in FIGURE 6 has been populated with the data includea in meta-data 501, which was
broadcasted earlier from server 103. In one embodiment, meta-data table 601 includss a
list of attributes, attribute yalues and corresponding relevénce values and belicvability
facto_rs. Is particular, meta-data table 601 includes attribute values “Joe Smith?” “Jane
Doe,” “action,” and “comedy.” At this time, the relevance values and believability factors
for attribute values “Joe Smith,”‘ “Jane Doe,” “action,” and “comedy” are hll zéro. As will'
be. shown, in one embodimen"t,bthe relevance values and believability factors of the present
invention will be updated. and maintained as the user interacts with the client system.

.In one embodirﬁent; the relevance values in meta-data tsble 601 are indicators as to
how relevant the associated aﬁribute andvattfibute values are for predicting a particﬁlar
user’s behavibr; For instance, ths relevance valus indicates how likely it is for the user to
watch a particular movie becaiusé of this particular attribute value. .In one embodiment,.
relevance vallies'in meta-data table 601 are within a range of values such as, for eXamplé,
from -10 to 10. As will be discussed, the relevance value may be increased if, for
example, the user Watches a particular movie or at least expresses an interest in a
particular movie having that particulaf attribute \}alue. Conversely, the relevance value
may be decreased if the user, for example, does not watch a particular movie or if the user
explicitly indicates that he or she does not want to watch a particular movie having that
pﬁrticular attribute vslue. | |

In one embodiment, the believability factors in meta-data table 60-1 are weighting

factors to be applied to specific attribute and attribute value pairs when rating or predicting

whether a user will actually access a particular piece of content having that particular

attribute value. In one embodiment, believability factors in meta-data table 601 are within
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a range of values, such as from -10to 10. In one embodimeni, the believability factors
may be increased when an attribute value accurately predicts a piece of content in which

the user is interested. Conversely, the believability factors may be decreased when a user

. is interested in the piece of content, even though the particular attribute value indicates

otherwise.

In one embodiment, meta-data table 601 entries are constructed from the
aggregation of all meta-data 501 associated with potential content or data files to be
broadcast from server 103. In one embodimcnt, entries in meta-data table 601 are updated
based on explicit user requests. In addition, updates to meta-data table 601 may also be
implicitly baéed on whether a user accesses specific déta files having particular attribute
values, independent of whether the user e);pliéitly classifies a particular movie.

~To help illustrate the content rating table aspect of the present invention, FIGURE
8 illustrates an example of one embodiment of a content rating table 701, which in one‘
embodiment is updated and maintained lqcal]y by each client 105x, 107x and 109x. In the
illﬁstrated embodiment, clon'tent rating table 701 includes a list of the data files describc_ed
in meta-data 501 as well as any additional data files that are currently stored or cached
locally on the client systeﬁ.

In one erﬁbodiment, data files corresponding to previously-cached pieces of
content may be stored loéally by the client in mémory 305, storage 311 or in a locally
accessible network by machine 301 of F IGURE 2. For purposes of this disclosure, data

files being stored locally by the client may also be interpreted to include a data file stored

" “locally” by the client in a known network storage configuration, separate from the server..

For purposes of this disclosuré, the data file being stored or cached locally by the client is
to be interpreted as the data file being stored for later access, retrieval or consumption. In

one embodiment, the local cache of the present invention is considered to be a first Ievel
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cache. Thus, the local cache the present invention is sized accordingly to increase the
possibility of a single hit.

Referring back to the continuing example of data ﬁlés representiﬁg audio/video
files, a movie is stored locally by the client. After a user watches the movie, the storage -
space occupied by the movie is generally considered to bé available for storage of another
piece of content to be broadcast sometime later. Thus, it is appreciated that the local cache
of the client system is modeled as a single use system, e.g., fire a_nd forget, in accordance
with teachings of the present invention. >In one embodiment, it is assumed thaf when a ‘
user accesses a data file, it is‘hot likely that the user will want to access that same data file
again. If a user has not watched a particular piece of conent, the storage space occupied
by that piece of conent is generally considered not to be available for storage of another
piece of content. Howevef, if ~there is noladditional storage space available and a higher
rated piece of cénent is to be broadcast, the lower. rated ﬁnwatched piece of clon.tent may
be replaced by the higher rated piece of content in accordance with‘the teachings of the -
present invenﬁoﬁ. For example, in one embodiment the user of a client system may select
a switch that enables stored data files to automatically be replaced by one or more data
files corresponding to higher rated pieces of content. when those data files are broadcast.
Conversely, the user may desire to manually maﬁage which data files are stored on his or
her client S}A'stem.. .

Referrihgback to the embodiment of content rating table 701 shown FIGURE 8,

each movie also has an associated “RATING” value, a “RATING TYPE” indicator, an

“IN CACHE?” indicator and a “NEXT TREATMENT” indicator. In one émbodiment, the

rating values indicate a level of desirability to receive an associated piece of content. The
rating value in one embodiment may either be explicitly input by a user or implicitly

generated by the client system by processing meta-data associated with that particular data
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file. In one embodiment, a relatively high rating value predicts that the particular data file
may be of interest to the user. Conversely, a relatively low rating value predicts that the
particular aata file is unlikely to be of interest 'to the user. |

In one embodiment, the “RATING TYPE” indicator indicates whether the rating
value of this particular piece of content -was a result of explicit input from the user or if the

_rating value was implicitly generated by the client system. Thus, in one’ embodiment, the
“RATING TYPE” indicator of content rating table 701 may be “EXPLICIT,”
“IMPLICIT” or “N/A" if the data file or movie has not yet been rated. In one
embodiment, if a data file has been explicitly classified by a user, the rating values of
attribute vall;es of the data ﬁ"le are no longer updated implicitly by the client system.
However, ifa data file has not yet been cléssiﬁed or has only béen implicitly rated'by the
client system, the ratihg of the attribute values of the data file may be further updated or
adjusted by the client system.

Inone embodimént, the “IN CACHE” indicator indicates whether that particular

-data file is currently storéd or cached locally by the client. In the embodiment illustrated
inF IGURE 8, the movies “Action Dude,” “The Funny Show” and “Blast ‘Em” already
exist in the local storage of the client sYstem. Conversely, the movie “Hardy Har Har” has
not been stored in the local storage of the client system.

In one embodimént, the “NEXT TREATME_NT" indicator is used to track future
actions to be taken for the particular dataA ﬁ'le. For example, if a movie has already been
watched by the user, the next treatment indicator would indicate “REPLACE” to indicate
that the storage space occupied by that particuiar movie is available for storage of another
movie. In one embodiment, if the movie has not yet been wa_téhed by the user, the next
treatment indicator would indicate “KEEP.” In one émbodiment,_if the movie has not

"been stored locally by the client and if the rating value predicts that this particular movie
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may be of interest to the user, the next treatment indicator would indicate “CAPTURE.”
In one of embodiment, if the movie has not yet been broadcast by the server and the rating
predicts that this movie is unlikely to be of interest to the usér, the next treatment indicator
would indicate “IGNORE.”

As discussed above, users may provide explicit inbuts that are used to determine
what content should be cached, and what content should be ignored; these inputg are
termed “classifications.” In one embodiment, as illustrated in FIGURE 9, a user can
explicitly “classify” selected pieées of coﬁtent to indicate whether the user would like thgt '
a piece qf content cached or not cached by entering or selecting “RECEIVE” of
“REFUSE”, respectively. In the example illustrated in FIGURE 9, the user has indicated
that he or she would like to cache the movie “Action Du.de” by classifying that movie with
a “RECEIVE” classiﬁcatioh, while the user ﬁas expressed that he or she does not have any
interest in the movie “The Funny .Show” by classifying that movie with a “REFUSE™
classification. In this example, the user has not provided any information >or classification
regarding any of the remaining movies.

Returning to the flowchart of FIGURE 3, if the user has classified any of the data -

~ files, the answer to a decision block 407 is YES, and the relevance values of the particular -

attributes of the classified pieces of content are uﬁda_ted in meta-data table 601 in a ‘
black 409. In a block 41 1, the ratings of data files having-attribute values with relevance
values that were adjusted in response to the user classification(s) are also adjusted. If the
user has not claésiﬁed any data files, blocks 409 and 411 are skipped. |

To illustrate an example of when a user classifies data files, FIGURE 10 shows
‘meta-data table 601 after it has been updated or adjusted in response to a liser
classification. As discussed above, the user indicated he or she was interested in the

movie “Action Dude.” As described by meta-data 501, “Action Dude” features actor “Joe
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Smith” and is an “action” movie. Thus, referring to a meta-data table 601A in FIGURE
10, the relevance values for attribute values “Joe Smith” and “action” are adjusted to

reflect that the user explicitly expressed an interest in “Action Dude.” In one embodiment,

. the relevance values are increased to reflect that the user was interested. As will be

discussed, in one embodiment, the believability factors associated with each attribute
. value are not updated until there is a user access of the data ﬁle corresponding to the piece
of content having that particular attribute value.

Continuing with the exémple of FIGURE 9, the user-indicated that he or she was
not interested in the movie “The Funny Show.” Meta-data 501 shows that “The Funﬁy
Show” featu}es actress “Jané Doe” and is a “comedy"’ movie. Thus, referring back to
meta-data table 601A, the relévance values for attribute values :“Jane Doe” and “comedy”
are adjusted to reflect that the user explicitly expressed that he or she was not interested in
“The Funny Show.” In one embodiment, the relevance values are decremented to reflect
that the user was not interested.

Continuing with ‘t.hé example of FIGURE 9, the user did not provide any
informafion regarding the movies “Blast ‘Em” and “Hardy Har Har.” Accordingly, the
relevance values of the attribute values associated with “Blast ‘Em” and “Hardy Har Har”
are not updated'.in meta-data table 601A.

As will be discussed, in one émbodiment, updates to the ratings in content rating
‘table 701, as described in block 411, are >re‘lated to the relevance values and believability
faciors of the attribute values listed in meta-data table 601. A detailed description of the
pr(.)cessing that occurs in block 411 is substantially the same as the processing that occurs
in a block 417 below. .

Referring back to FIGURE 5, if the user acceSses any of the data files, e.g. the Qser

watches a movie, as determined in a decision block 41'3, the relevance values and the
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believability factors of the particular attributes of the user accessed data files are updated
in meta-data table 601 in a block 415. The logic then ﬁows to a block 417, in which the
ratings of data files having attribufe values with relevance vélues that were adjusted in
response to the user access(es) are also adjusted. If the user has not accessed any data
files, blocks 415 and 417 are skipped.

To illustrate an example of a user accessing data files, assume that the user watches
the movie “Action Dude.” Meta-data 501 shows that “Action Du_de” features actor “Joe
Smith” and is an “action” movie; In oné embodiment, each time a user acéessés or
interacts with particular data ﬁie, the believability factor of the attribute values of that film

- are adju;ted or updated. In one embodiment, for attribute values having relevance values -
greater than zero, the believability factor for that attribufe value is increased, since that
attribute value accurately sérvéd asa predictbr for a data file that the user would access.

In one embodinﬁent, for attribute values having relevance values less than zero, the
believability factor for that attribhte value is decrease;:i, since that aﬁ:ribute value did not
accurately serve as a predictor for a data file that the user would access. Thcrefore, |
FIGURE 11 shows a meta-data table 601B in which the “BELIEVABILITY” column has-
be'en updatpd or adjusted in resporise to the user access of “Action Dude.” In this
example, the believability factors of “Joe Smith”.and “action” are increased since the
relevance values for these attribute values were greater than zero.

In one embodiment, the relevance values associated with implicitly rated pieces of
éontent are alsoA increased in meta-data table 601B in response to a user acceés. However, |
in the example of meta-data table 601B shown in Figure 11, “Action Dude” was explicitly

| classified by the user. In one embodiment, the relevance values are not updated in meta-
data table 601 in response to a user access of data files explicitly classified by the user. .

FIGURE 12 shows a content rating table 701 A corresponding to content rating:
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table 701 after it has been updated in a block 417 in responsé to the user access of “Action
Dude.” As discussed above, content rating table 701 is also updated in block 411 in

accordance with the teachings of the present invention. As shown in content rating table

. 701A,“Action Dude” has a rating value of 1. The rating type of “Action Dude” is

“EXPLICIT” because the user explicitly classified “Action Dude,” as described above in
connection with FIGURE 9. The “IN CACHE” indicator indicates that “Action Dude” is
presently stored locally by the client system. The “NEXT TREATMENT” indicator
indicates “REPLACE” becausel the user _has already watched “Action Dude.”

"In one embodiment, the rating values in content rating table 701 are determined as
follows. Méta-data 501 sho;lvs that “Action Dude” has the attribute values “Joe Smith”
and "‘action.” Meta-data tablé 601B shows that “Joe Smith” haé a relevance value of 1 and -
a believability factor of 1. Meta-data table 601B also shows that “action” has a relevance
value of 1 and a believability factor of 1. In one embodiment, the rating value of a
particular data file is determ'ined considering the all of the relevance values combined with
théir respective believabiiity factors for all the attribute values of the data file. For
instance; in one embodiment, the rating value for a data file is equal to the average of all
of products of each relevahce value and corresponding believability Sctor for the ‘attr'ibute‘
values of the data file.

To illustrate, referring to “Action Dude” in content rating table 701A, the product

‘of the relevance value and believability factor of “Joe Smith” is 1 * 1, which equals 1.

The product of the relevance value and believability factor of “action” is 1 * 1, which

equals 1. The average of the products, 1 and 1 , is 1. Therefore, the rating of “Action

Dude” in content rating table 701A is 1.

Similarly, with regard to “Blast ‘Em” in content rating table 701, “Blast ‘Em” has

“the attribute values “Jane Doe” and “action.” The relevance value and believability
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factors for “Jane Doe” in meta-data table 601B are -1 and 0, respeétively. Thus, the rating
of “Blast ‘Em” in content rating table 701A is the average of 1 * 0 and 1 * 1, which equals
0.5. The ratings for “The Funny Show” and “Hardy Har Hér” in content.rating tablé 701A
in the example shown in FIGURE 12 are determined in a similar fashion in one -
embodiment of the present invention.

It is noted that since the user classified the movies “Action Dude” and “The Fﬁnny :
Show” above in FIGURE 9, these mpviés have an “EXPLICIT” rating type as sh’qwn in
content rating table 701A. Since the usér did not classify the mo.vies “Blast ‘Em” and
“Hardy Har Har,” these movies have an “IMPLICIT” rating type in content rating table
701A. i

It is-appreciated that the discussion above provides one example of how the_ .rating
values in content rating table 701 are detcmiined in accordance with the teachings of >the
present invention. It is noted that ratings values may be determined in other ways in’
accordance with the teachings of the invention, which consider the -releva.ncebvaluv'es and-
believability factors for each of the attribute values of a piece of content. |

In one embodiment, the entries for the “NEXT TREATMENT?” column in content

rating table 701A is determined, in part, by the rating and in cache values for the particular -

piece of content. Fér example, assume in one erﬁbodiment that a rating of greater than
zero indicates that the user is predicted to have at least some interest in that particular
movie. Therchre, the movies “Blast ‘Em” and “Hardy Har Har” may be of éome interest
to the user. T_hﬁs, the next treatment indicates that the movie “Blast ‘Em” will be kept in |

storage and the movie “Hardy Har Har” will be captured when it is later broadcast by the,

server. As mentioned above, the movie “Action Dude” is marked for replacement in the

next treatment field because it has already been watched by the user.

In one embodiment, future interactions by a user with the client system result in
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similar processing as described above. For instance, assume that the user now watches the
movie “Blast “Em.” In this particular example, the user did not classify the movie “Blast

‘Em” before watching the movie. In one embodiment, both of the relevance values and

. believability factors are updated for the attribute values of unclassified data files that are

accessed, as shown in meta-data table 601C of FIGURE 13. Recall from meta-data 501
that the movie “Blast ‘Em” features “Jane Doe” and is an “acﬁon” movie. As shown in
FIGURE 1 1, the relevance value of “Jane Doe” was less than zero, or -1, prior to the user
watching “Blast ‘Em.” Neverthéless, in this example, the user watched “Blast ‘Em,”
despite the fact that it featured actress “Jane Doe.” Accordingly, thg beliévability facfor of
the “Jane Doé” attribute the value is adjusted downwa}d since this particular attribute
value now appéars less likely or relevant when predicting a usef’s viewing habits. In one
embodiment, since the relevance value is already less than zero, the believability fag:tqr is
not adjhsted further downward. However, the relevance value and believability factor for

the attribute value “action” are adjusted upwards since “action” had a relevance value of

greater than zero prior to the user watching “Blast ‘Em.” Thus, in this example, the -

relevance value is adjusted upwards from 1 to 2 and the believability factor is also
adjusted upwards from 1 to 2. Therefore, the content rating table 601C now predicts that
“action” movies are movies that the user is more likely to watch.

In one embodiment, each time the user interacts with the client system, meta-data

table.601 and content rating table 701 are updated. Updates to meta-data table 601.and

content rating table 701 are performed when the user accesses data files corresponding to

each piece of content as well as when the user explicitly classifies the pieces of content. It

is appreciated that the user is not required to classify pieces of content explicitly in order

for meta-data table 601 and content rating table 701 to be hpdated. As a result, the content

‘rating table, over time, will more accurately predict pieces of content in which the user is
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interested..

In one embodiment, the pieces of content in which the user is predicted implicitly
to be most interested as well as the pieces of content in which the user explicitly classified
an interest in will be the pieces of content that are cached locall& on the client system. In '
effect, the pieces of content that the user is most likely to Want.to watch are autbmatically
stored locaily, and therefore available “on demand,” in acco.rdance with teachings of the
present invention without the user hav'ing‘ to explicitly request these movies in advance or
explicitly specify criteria used to identify .the movies. :

| As can be appreciated,A by storing the data files corresponding to the pieces of
coritent iocally on each client, broadcast bandwidth is utilized more efficiently inA ’
| accordar;;:e with teachings of the present invention. Indéed, when a user watches a r_r;ovie
from the local storage of the cli‘ent, no additidnal broadcast bandwidth is utilized. In |
addition, it is also appreciated that a substantial amb_unt of the processing performed in a
system according to the teachi'ngé of the present invention is perfomied ‘oﬁ eac;h of ‘the
client systems when updating their respective meta-data tables and content rating tables. -

This distributed processing of the present invention enables the presently disclosed

* broadcast system to scale across a very large number of users since the incremental cost to

the server for each additional client is minimal.

As discussed above, the client systems may send feedback information that is .
automatically generated based on past viewing habits, content ratings and clas;éiﬁcations,
manually generated by the user(s) of the client systems, or a combination of ahtomatic' and
manual generation. For example, as discussed above with reference to FIGURE 1 1, the
4rating values for each piece of content wereA automatically generated.

An exemplary user;interface 801 that enables users to rate and/or provide relative

rankings for pieces of content that are considered for an upcoming broadcast is depicted in
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FIGURE 14. User-interface 801 includes a rating tab 803 and a ranking tab 805, an
“UPDATE RANK?” button 807, and “OK” button 809 and a “CANCEL” button 811. The
user interfaée may also include a vertical scroll bar 810 and a horizontal scroll bar 812.
Rating tab 803 includes a using rating table 813 that will typically include a set of columns
pertaining to a current set of meta-data that was most-recently sent, along v'vith arating
column 815 in which the user may enter a rating value 817 for each piece of content. In
the illustrated embodiment, rating table 813 includes the entirety of meta-data 501. The
rating table may include additional columns (not shown) corresponding to other meta-data
attributes, such as director, additional actors, a plot narrative, etc. These additional
columns may> be accessed by :activating horizontal scroll bar 812, wherein the user
interface is designed in one erﬁbodiment such that the rating coh;Jmn 815 is always 'visible
to the user, regardless of which attribute columns are currently displayed.

In one embodiment, a user may enter a rating value 817 from 0-100 for selected
pieces of content, wherein a low rating value indicates the user is not interested in
receiving data ﬁles.corresi)ohding to a piece of content and: a high rating value indicates
the user is interested in the piece of content. In one embodiment, the user may enter rating
values 817 by using a keybb‘ard, keypad, or the like. For exampie, as discussed above, the
client systems may comﬁrise set-top boxes, which are generally accessed through use of a
remote control or a remofe'keyboard,'such as depicted by a remote keyboard 137 in
FIGURES 4A and 4B. .When a client sys.tein comprises a desktop computer, the
com.pu'ter’s keyboard may be used to enter the data, as d;apicted by a keyboard 139 in
FIGURE 4C; Optionally, a dropdown control 819 may be provided for each row, wherein
the user can seiect a rating value from a dropdown list 821 through use of an input device
suchasa set-top box cursef device (not shown) for sét-top 'bo;( client systems, ora mous.e

‘or similar input device for computer client systems, such as depi(_:ted by a mouse 141 in
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FIGURE 4C.

Various user-interface views of ranking tab 805 are shown in FIGURES 15A-15C.
Ranking tab 805 includes a ranking table 823 that includes célumns that are similar to the‘
columns in ratings table 813, except rating column 815 is replaced with a ranking
column 825. Users may enter relative ranking values 827-in ranking column 825 to reflect '
the user’s relative ranking of all or a portion of the pieces of content corresponding to a
current set of meta-data received by a‘c]ici:nt system. For instance, a user may enter
ranking values of 1, 2, 3, etc., as depictéd in FIGURE 15A. Optiénally, a user xhay drag(
and drop selected pieces of content to new positions in ranking table 823, as deﬁicted bya
cursor d;ag and drop movement 829 in FIGURE 15A, wherein the results of this action ére
reflected in FIGURE 15B. As illustrated in FIGURE 15C, in one embodiment, a user can
activate update rank button 807to cause the f)ieces of content in ranking table 805 to be
re-ordered in viéw of their rankings, wherein the highest-ranked pieces of content appear
at the top of the table. |

~ After the content ratings and/or relative rankings have been manually entered
and/or automatically generated, a set of client demand feedback corresponding to the
current set of meta;data is sent back to the broadcast. operations center. In geherally,.the
client demand feedback data can be sent back on a periodic basis or asynchronously. For
example, in émbodiments in which the metadata is broadcast via a schedule, a sifnilar
schedule that isi offset from the metadata broadcast schedulé may be used to cause the
client demand feedback data to be sent back to the broadcast operations cente;' ina
substantially “batch” mode. Alternatively, upon expiration of a predétenﬂiﬁed time period
‘or upon a detectidn‘ that a user has rated or ranked pieces of content corresponding to the
current set of metadata, thé client demand feedback data may be sent back to the broadcast

operations center. This is termed *“asynchronous” because the client demand feedback

37



10

15

20

25

WO 02/104031 PCT/US02/17316

data is sent in a manner that does not adhere to a schedule, and is substantially random. In
another embodiment, ratings data for an individual piece of content are sent to the
broadcaét 6perations center as a client system processes the content descriptor for that
piece of content.

In general, the client demand feedback data reflects a level of desirability for users
of a given client system to receive pieces of content corresponding to the current set of
meta-data. This feedback demand data may comprises manual ratings, manual rankings,
automatically generated 'ratings., or a combination of these feedback demand attribute
values. For example, in one embodiment the client demand feedback data only includes
userfgencratéd ratings and/or rankings, wherein there is no feedback data for pieces of
content that have not been raicd and/or ranked by a user of a client system. -In one
embodiment, ratings for any pieces of content that are not user-generated are automatically
generated using the process described aone with reference to the flowchart of FIGURE 5.

In yet another embodiment, a combination of automatically and manually generated

- feedback is used, but only the feedback data corresponds to only a portion of the pieces of

“content in the current set of meta-data.

In instances in which a combination of manually and automatically-generated
demand feedback data is used, a scaling/offset algorithm may be applied to provide a
commonly-weighted set of demand feedback data that more accurately reflects desirabiiity
levels indicating the pieces of content a ﬁsér desires to receive. For example, in the
foregoing examples the automatically-generated ratingé have a‘scale from -10 to 10, while
thé user;generated ratings have a scale from 0 — 100. . Either of the two scales could be
adjusted so as to produce a set of ratings vq’lues using a common scale. For example, each

value in the ~10 to 10 scale could be multiplied by 5 and then have 50 added to it to

* produce an equivalent value that fits the 0 — 100 scale. In other instances, it may be
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desired to weight a user’s explicit ratings higher than the automaticélly—generated ratings.
Thus, in the foregoing example, a —10 to 10 automatic scale value could be scaled by a
scale factor and offset that would result in a rating value of less than 100 for a maxirﬁal :
automatically-generated value of 10. :
In addition to manually ranking pieces of content, other pieces of content may be
automatically ranked by first automatically generating a rating value for those pieces éf
content, and then producing a relative raﬁking based on these rating values. In éne
embodiment, when the manually and aufomatically—ranked values are combined, the
hiéhest ranked automatically-ranked piece of content is ranked below the lowest ranked
manually-ranked piece of content. In one embodiment, automatically-ranked éiéqes of
cOntenf may occupy any pdsition in the combine set of 'relativeArankings included iﬂ the
client demand feedback data. in yet another embodiment, there is a-gap between the |

Jlowest-ranked manually ranked piece of content and the highest ranked automatically-

' ranked piece of content. For example, suppose that a particular set of meta-data

corresponds to 40 pieces of content that are considered for broadcast by the broadcast
operations center; and a user ranks selected pieces of content from 1 — 9. The remaining
31 pieces pf contént could then be ranked for 10-40, or ]5-4‘5, 20-50, etc. This wou_ld
provide a weighting factor that favors user rankings more so than automatically-gen_erated
rankings.
Another consideration that may be used in weighting the client demaﬁd feedback

data is the revenue potential that may be generated by ha_ving the client systeh cache a
particular piece of content. For example, pay-per-view content may have éweighting

| factor that increése the demand “value” for such content in the client demand feedback
data. Inone embodiment,Athe revenue potential may be used in a tie-breaker when

rankings are used. In other embodiments, the revenue potential may raise a rating value or
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relative ranking value,
Another aspect of the invention concerns the segmentation of client systems,

wherein different (or the same) sets of metadata and corresponding client demand

~ feedback data may be broadcast to and received from different sets of segmented client.

" For example, sets of client systems may be segmented based on geographical regions, such
as depicted in FIGURE 16, which includes five sets of client Asystems 151, 153, 155, 157,

and 159, which are segmented among five regions, including a Northwest region NW, a

- Southwest region SW, a Mideaét region ME, a Northeast region NE, and a Southeast

region SE. In one embodiment, various sets of clients are segmented in correspondence
with a netwofk they use to réceive broadcasts, such as a cable systerﬁ provided by a local
cable provider, as depicted in -FIGURE 16.by AT&T broadband ‘subscribers 152, SOﬁthem
California Media One subscribers 154, Chicago area Media One subscribers 156, N_ew
York area Time Wamer Cable subscribers 158, and southeast TWE-AN subscribers 160.
In another embodiment, the sets of clients are ségmented based on the MSO (multiple
system operator) who operates their broacicast network. For instance, the top seven cable
MSO’s include AT&T broadband, Time Warner Cable, Comcast Cable Communications,
Charter Communications, Cox Communications, Adevlphia Cémmunications, and
Cablevision Systems, \&herein each MSO operates multiple local cable systems that may
be dispersed across a wide geographical region.

As depicted in F IGURE 16, in oné émbodiment, the same or different sets of meta-
data‘ and/or subsequent broadcasts of content inay be broadcast from a central broadcast
opérations center 161, which sends data from étransmitting antenna 162 via an uplink to
bne or more safellites 164, which then broadcasts the data to receiving antehnas 163, 165,
167, 169, and 171, which ére operated by respective local 'caBle system operators. The |

local cable system operator then transmits the meta-data and/or broadcast content to its
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subscriber clients. In some instances, the cable system operator will “store” the broadcast
data it receives and “forward” the data to its subscriber clients at a subsequent point in
time. This type of broadcasting scheme is known as a multis.tage “Store and forward”
broadcast, wherein the data is broadcast between different “stages,” stored by that stage, :
and forwarded to the next stage to meet broadcast schedule preferences of the éurrent
stage. In the embodiment illustrated in FIGURE 16, the three stages are the central
broadcast operations center, local cable system operators, and client systems
corresponding to subscriber clients of thé local cable systems. In .this instance, the cable
system o.perators- represents an intermediate stage. There may also be additional .
intermediate stages, such as an MSO receiving and storing broadcast data at'a céntral
location énd'then forwafding it to one or more local cabie system operators operating
under the MSO, whereupon thé local cablg system operators can independently stor_é and
forward the broadcast data to its subscribers. In oﬁe embodiment, the MSO forwards the
broadcast data to the local cable system operators at different points' in tiﬁe.

It is noted that the client systems may directly receive data from central broiidcasf
operations center 161 if they are coriﬁgured'to receive communications from a satellite
broadcast system or other type of broadcast link that couples the client system to the
broadcast operations center. In one embod'iment,'as depicted in FIGURE 16, each
segmented set of clients provides client feedback data to a local server 175, which then
forwards the client demand feedback data to central broadcast operations center 151.
Optionally, each segmented set of clients may receive broadcasts and send cliAent demand
feedback data back to a local broadcast operations center.
| As discussed above, as individual sets of client demand feedback data are
generated by various client systems, they are sent back via a “back channel”

communications link to the broadcast operations center, where they are aggregated to -
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build the ordered used for broadcast schedule queue 133. The particular “back-channel”
communications link that is used will depend on the broadcast and feedback system

infrastructure. Once the client demand feedback data is transmitted from the client, it is

. received by a “front-end” at the broadcast operations center, where it is passed to a

database server 147 that operates a database 149 in which the client demand feedback data
_is stored and processed. A typical front end may comprise one or more network or web
servers 148 (see FIGURE .4C), which have application code that is used to receive the
client feedback data and route it' to database server 147. In addition, various switches and
firewalls may sit between the front-end and the database server (for clarity, the various
components ﬁsed in the front-ends of these systems are not shown in the Figures herein).
In other implementations, dat&base server 147 may be used diréctly for these front—énd
processes. In still other implementations, client demand feedback date'l méy besenttoa
local server, which i_n turns forwards the client demand feedback data to a database server
operated by a broadcast bpergtions center.

As discussed abow‘/e,A automatically-generated ratings may be derived from a -
combinétion of a user’s previous viewing ‘habits (i.e., in response to pieces of content that
have are currently cached or have been previously cached), and previous ratings and
classification provided 'by the user andAthrough use of the relevance and believability
factors. In some instances, data pertaining to a user’s previous viewing habits may not be
used due to privacy concerns. However,.inA order to overcome most privacy concerns, in
one embodiment the client demand feedback data is sent back to the broadcast center
thrbugh a mechanism that is guaranteed not to.identify from which client and/or user that
set of client demand feedback data was sent. For example, this “anonymous” client
scheme could b;e implemented through an encryptionA process that uses a third party as a‘

“proxy, wherein the client demand feedback data is encrypted and must past through a
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decryption service operated by the third party that uses a private key that is not accessible
to the broadcast operations center or any other party. The third party then forwards the_
client demand feedback data to the broadcast operations center. In this manner, theré is no
way for the broadcast operations center to tell from which client system a given set of “
client demand feedback data is received.

A typical set of client demand feedback data 175 is shown in FIGURE 17, which
includes a content feedback demand 'gablé 177 in which user- and/or automaticaily-
generated rating and/or relative rankings demand data are stored. >In addition to this
dehand data, each set of client demand feedback data preferably will include.a meta-dat;i
set identifier that is used by database 149 to organize its data such that only client demand
feedback Aata that is relevant (i.e., client demand feedbéck data corresponding to a rﬁost-
recent (current) sét of meta-dafa) is used to determine broadcast schedule queue 133. for
example, each set of meta-data that is broadcast m'ay have a meta-data identifier 179
comprising a timestamp or sequehtial number to uniquely identify that sef of meta&ata, -
wherqin the m‘ctaédata identifier is sent back with the data in content feedback demand
table 177. When implementation in which client systems are segmented, client feedback "
data 175 preferably will include one or more correspbnding ségxhent identifiers, as
depicted for illustrative purposes by a region iden'tiﬁ‘er 181, a local broadcast system
identifier 183, and an MSO identifier 185.

In generél, the columns in the content feedback demand table may val;y, depending
oh the type of feedback data provided by the various client systems. Howevef, the content
feedback demaﬁd table will_always include a column that is used to identify the pieces of
.content for which the set of client demand feedback data pertains to. In the embodiment
illustrated in FIGURE 17, this column is depicted as a “CONTENT_ID” column 187,

which contains a content identifier comprising a name for each piece of content for which
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the set of client demand feedback data applies. Preferably, each content identifier will
comprise a unique combination of alphanumeric characters. In some instances, the list

will include content identifiers for all of the pieces of content corresponding to a current

. set of meta-data, corresponding to a full set of client demand feedback data, while in other

instances only a partial set of client demand feedback data will be received from a client
system.

User-generated ratings corresponding to the various pieces of content are contained

ina USER_RATING column 189, while automatically-generated ratings are contained in

an “AUTO_RATING column 191. In optional embodiments, the user and automatic
ratings may Be combined int6 a single column. In such embodiments, another column -
may be used to indicate whichA ratings weré explicitly or impliciﬂy generated. By |
providing this informafion, weighting values may be applied to the various rating data‘by
database server 147. Optionally, the ratings data may already be weighted by one or more
weighting algorithms employt;d bya client system.

| In addition to the t;orégoing columns, a “USER_RANK?” column 193 contains
user-generated relétive rankings, while a “COMB_RANK” column 195 contains a
combination of user and aﬁtomatical]y-generated relative rankings. In a manner similar to’
that discussed aﬁove, relative rankings data may be provided through use of a single_:
column (e.g., the “COMB_'_RANK” cblumn~195), wi;h or without a separate column that
identifies how the ranki'ng for each piece Aot; content was derived, or separate columns for
the user and automatica]ly-generated rankingé. '

| It is noted that the client demand ‘feedbéck data may include only rating data, only
relative rankings data, or a combination of ratings and relative rankings data. |
Furthermore, each individual set of client demand feédback data may generally comprisé

data corresponding to a single content descriptor, a portion of the content descriptors
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provided in a current set of meta-data, or data corresponding to each of the content
descriptors in the current set of meta-data. For ratings feedback, client systems may
provide ratings feedback for individual content descriptors, Wherein a givén client system’
may provide a rating feedback in response to receiving a corresponding content descriptor_
via a broadcast of meta-dat_a. For example, in one embodimem, all or a portion of the
client systems will automatically generate a ratings feedback for each piece of content in
response to receiving a content descriptolr for the piece of content, whereupon the ratings
feedback will be sent to the broadcast opérations center and aggregated on'an |
asynchronous basis. In the case of relafive rankings data, at least two pieces of ﬁontent :
will need to be ranked. In other embodiments, each set of client demand feedb_aék data
will include a “complete” set of feedback data, that is feédback data for each piece of
content corresponding to the cﬁrrent set of méta-data.

As.various client feedback demand data is.received by the b‘roadcast operations
center, it is stored in databasé'149 by database server 147. In generél, datébase server 147
will comprise a cbmputer server running a relational database management system |
(RDBMS) server software package, such as the SQL-based RDBMS server products
prdduced by Oracle (e.g., Oracle 8i enterprise editioh), Microsoft (SQL Server 7),
Informix, and Sybase. The foregoing database se'rve,r products are designed to handle
large trans_aétion throughputs using multiple connéétions.- In other implementations, a
less-complex database server product may be used, such as Microsoft Access and Paradox. .

In some system configurations, the database server and the broadcast server may comprise

a single machine. In other configurations, the database server and broadcast server will .

comprise separate machines.
Typically, the clieﬁt feedback demand data will be stored in database 149 using -

one or more database tables, which collectively comprise a database “schema.” For
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example, data corresponding to client demand feedback data 175 may be stored in a
“demand data” table 197, which includes a “META_ID” column 199 in which the meta-

data identifiers are stored, a “REG_ID” column 201 in which region identifiers are stored,

. a “BCAST_ID” column 203 in which broadcast identifiers are stored, and a

“CONTENT_ID” column 205 in which the content identifiers are stored. Demand data
table 197 further includes a “USER_RATING” column 207 in which user rating data is
stored, an“‘AUTO__RATlNG column 209 in which automatically-generated ratings are
stored, a “USER_RANK?” colurﬁn 211 in which user relative rankings are stored, and a
“COMB_RANK” column 213 in which a combination of user- and automatically-
generated relétive rankings a;e stored.

Broadcast schedule qu;eue 133 may be maintained by dafabase server 147 or
broadcast server 103, which will generally be derived by querying database 149,
Typicaily, broadcast schedule queue 133 will comprise an ordered list of content
identifiers corresponding to the pieced of content for the current set of meta-data, wherein
the content identifiers are ordered from top to bottom list based on the relative demand for
their corfespondiﬁg piece of content, which is determined by aggregating the client

demand feedback data proQided by the client systems. Optionally, the ordered list may be

adjusted based on other considerations, such as available broadcast bandwidth, contractual

requirements with varioﬁs'broadcastérs, etc. '-

In one embodiment, as each set of client feedback data is received by database
server 147, the data is parsed, individual recofds corresponding to each piece of content
_ha;'ing demand feedback data is entered in database 149, and the ordered list is
automatically reordered based on the new set of data. For example, client demand
feedback data may comprise a comma-delimitated lisf or a set of XML data that is -

received by database server 147, converted into individual “rows,” and inserted into
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“demand data” table 197. In response to being inserted, an “after insert” trigger for
demand data table 197 could then be used to autométically run a query 215 that reorders
the ordered list based on existing data in the demand data taBle 197 that references the
meta-data identifier for the current set of meta-data. Asa resu‘It', broadcast schedule
queue 133 will be updated in response to each set of client demand feedback data that is
received by the broadcast operations center.

Further details of query 215 are éhown in FIGURE 18. In generally, query 215
generates an ordered list that is used for broadcast schedule queué 133 by aggrégating
various client feedback data 129 received from client systems 105, 107, and 169. As
discussed above, these clie,n't demand feedback data are stored in one or more fﬂbles in
databaée 149, In addition to these tables, database 149 ﬁlay also include other tablés that
contain information used by qﬁery 215, such as revenue factors, meta-data; 'weighting
factors, content attribute tables, segmentation tabies, etc. In general, query 215 will be
formulated from various inputs supplied by an application running on database sefver 147
or from broadcast server 103. These may typically include one or more of the following:
a meta-data idenﬁﬁer 217 correspohding to a current set of meta-data; various segment
identiﬁers_219 in cases where segmentation is used;' ratings Weighting factors 221; .
rankings weighting factors 223; aggregation formulas 225 (e.g., summing, averaging,
maximum, étc); business COnsiderations 227; and étatistical considerations 229.

The particular query used to generate broadcast schedule queue 133 Will depend on
speciﬁc inputs brovided by the broadcast operations center. For example, in 6ne: |

embodiment, ratings are used to determine the ordered list, wherein the pieces of content

are ordered based on an aggregation of the ratings, such as an average rating or a statistical

mean rating. In another embodiment, the relative rankings are used, and the ordered list is

determined based on a predetermined ranking formula. For example, the following -
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ranking formula, which is used for many rankings, such as a top 25 collegiate sports team
ranking. For a current set of meta-data, a range of ranki_ngs is determined. For example, if
the curreﬁt .set of meta-data contains content descriptors relating to 50 pieces of content

. and no manually- to automatically-generated ranking offset is used, client demand
feedback data pertaining to those pieces of content will have ranking values from 1 to 50
(it is noted that while some pieces of content will not be ranked by a portion of the client
systems, all pieces of content will be ranked by at least some client systems). Each
ranking value will then be ‘recaléulated based on it deviation from the maximum ranking
value plus lI. For example, in the present example the deviation wil! be taken from 51
whereby an olriginal' ranking of 1 will now have a value of 50, while an original ranking of
50 will now have a value of 1. The recalculated values are simply summed, with the
pieces of content with the highest sums placed at the top of the ordered list.

‘The foregoing scheme enables more' weight to be added to content that is ranked
versus content that has not been ranked. F or example, in some instances, a user wiil be
more interested in rankiné content the user is interested than ranking content the user-is
not interested in. Accordingly, pieces of content that have any rating at all will be
considered to be in higher aemaﬁd than pieces of content that have not been weighted. In
contrast, in other instances, it will be determined that although a user may tend to rank
particular content, the usér‘ typically does not cache this content when it is broadcast, but
rather select to cache content that the use'r did not explicitly rank. In this case, more
weight may be given to those automatically-ranked pieces of content. In other
embodiments, a combination of ratings and raﬁkings data may be used to determine the
ordered list used for broadpaét schedule queue 133. |

As described above, va;ious data processing fﬁnctibns such as the rescaling and

offsetting of rating data, weighting the data, etc., were performed on the client systems. In

48



10

15

20

25

WO 02/104031 PCT/US02/17316

an optional embodiments, these functions may be performed by database server 147. Fdr
example, the client feedback data could be sent to correspond to a tabular format, wherein
additional columns could be used to identify how the data vélues were geherated, and then
an insert query or sets of queries could be performed by database server 147 to rescale and
offset rating data, apply different weighting factors to user- and automatically-generated
client deménd feedback data, etc.

As shown toward the bottom po&ion of FIGURE 18 and discussed aBove, upon
broadcast of each piece of conteht, the client demand data for thaf piece of content is reset
in a block 231. In one embodiment, all records corresponding to the current sef of meta-
data and piece of content are deleted. In another embodiment, all daﬁ values fo.r the
current éet of meta-data and the piece of content are nulied. In yet another embodiment,
the meta-data identifier for .all_ .rows correspdnding to the current set of meta-data and the
piece of content is changed. The result of each of‘these reset processes is that the piece of
content will fall to the bottom of broadcast schedule queue 133, and may ;)nly rise back up
to the top of the qheue in response to new client feedback demand data.

Statistical considerations 229 may be used in instances in which there is a.limited :
amount of plient demand feedback data for all or a portion of the pieces of content
corresponding to a current set of meta-data. For ihst_ance, as described above, the cli"ent
demand feedback data for a given piece of content is reset upon broadcasting that piece of
content. This is to guarantee that the piece of content may not rise to the top of the
drdered list untii new client demand feedback data is received for the piece of content, If |
query 215 comprises averaging ratings data, it will generally be desi‘rable‘to’ preclude that

Apiece of conteﬁt from rising back to the top of the ordered list until a sufficient number of
client systems provide dexﬁand feedback data for that piece of content. For example,

suppose a particular piece of content that has recently been broadcast is a new release of a
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major blockbuster movie that is in high demand. If the first ten sets of client feedback
demand data concernihg that piece of content rate it as a 100 (of other maximum value),
that piecé 6f content woﬁld normally move to the top of the ordered list. However, by
using statistical considerations 229, such as requiring a minimum number client feedback
demand data, the piece of content will not be considered until the minimum criteria is met.
Other query considerations include instances in which client demand feedback data
corresponding to more than one set of meta-data is used to build the ordered list. In this
case, the list of pieces of conteﬂt will comprise all the different pieces of content described
in the multiple sets of meta-data. Typically, as various pieces of content fall out of favor,
they will be replaced by nev; pieces of content such that successive sets of meta-data may
chapge. Generally, the changes in the list corresponding to pieées of content considered
for broadcasting will bha'nge somewhat slowly, rather than a wholesale change being made
to the list. For instance, if sets of meta-data correspond to 100 pieces of content, a new set
of meta-data will typically include at lea;t 80 or 90 pieces of content from the previous set
- rather than 20 or less. It,is possible that when the ordered list only comprises pieces of
content from a single (e.g., current) set of meta-data, there may be pieces of content that
fall near the top of the ordéred list, but are never broadcast because they never reach the
top rung. By aggregating client demand feedback data over multiple sets of meta-data,
such pieces of content may rise to the top of the ordered list, whereupon they will be
‘broadcast. Itis furtherAnoted in one embﬁdiment that broadcast schedule queue 133 may
comprise a single piece of content that is detérmined to be most opportunistic by
qulery 215, Wherein the query is repeated every time a new broadcast schedule needs to be
generated. . |
The pieces of content, as well as the meta-daté, may be broadcast using several

" different broadcast mechanisms. In one embodiment, a piece of content may be broadcast
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using a dedicated broadcast channel or a multiplexed set of channels. In another
embodiment, a piece of content may be broadcast using post- multiplex insertion of null
data packets. As shown in FIGURE 19, under conventional Broadcasting technique§ a
portion of the bandwidth is unused. In the illustrated exam‘ple,va Program 1 compriseé a.
variable bit rate MPEG2 data stream 233 that is allocated 10 megabits per second
(Mbps)of bandwidth, while a Program 2 comprises a variable bit rate MPEG2 data
stream 235 that is allocated 9.2 Mbps of Eandwidth. Data streams 233 and 235 are fed
into a multiplexor (MUX) 237, which mﬁltiplexes the two streamé into a singlé' combined
data stream 239 having 19.2 Mbps of bandwidth. Combined data stream 239 is then
mo'dulatgd with a modulator 241 and set to a broadcast uplink (e.g., sent to a satellite).

As illustrated in FIGURE 19, there is an unused portion (spectrum) of banindth
for each of data streams 233 aﬂd 235, andlan éven larger unused portion for combined

stream 239. This is due to the fact that when content is streamed using variable bit rate

MPEG2 encoding (or other types of variable bit rate encoding), the amount of data

corresponding to different portions of the content varies over time. For example, an action

scene in a movie requires more data than a scene in which the characters and/or

* background are more static. Typically, under this cohsideration, the bandwidth for the

data stream is selected to handle a predicted maximum bandwidth that will adequately
handle highér data;rate scenes, which results in portions of the data streams that do not
contain and data. When a packetized transport is used, these unused portions of
bé.ndwidth typicélly comprise “null” packets. |

The present invention provides a broadcast mechanisms that enables this
.previously unuéed bandwidth portion to carry broadcast data. As illustrated by one
embodiment in FIGURE 26, a null packet inserter 243 is used to insert data packets

corresponding to a presently broadcast piece of content in place of the null packetsin -
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combined data stream 237, thereby creating a fully-used bandwidth datae stream 245.
Fully-used bandwidth data stream 245 is than forwarded to modulator 2481, which
modulates the data strea_m' and sends it to the broadcast uplink in a manne=r similar to that
discussed above with reference to FIGURE 19.

It is noted that under most instances, the data rate corresponding to a broadcast of ae
piece of content does not need to match the data rate at Which that content i s played back.
For example, suppose the piece of content is a movie. Under a conventionadl broadcast,
data corresponding to the movie would be broadcast at a constant rate that is adapted for
reception and playback of that broadcgst by ponvé_ntion television receivers. “This is
because the received content is “played” as it isAreceived, orin real-ﬁme. In contrast,
many of the pieces of content that are broadcast under the teachings of the invc-ntibbn areto
be viéwed “on demand” at a point in time subsequent to when tﬁat broadcast is areceived
and cached by a client system. As a result, the data rate used to broadcast the va,riofxs
pieces of content m’éy vary over time, wherein the content rhay be delivered at
significantly faster or slow rates than real-time broadcast data.

In accordance with the fo;egoing considerations, another method for sendirng the
pieces of content is via a “batch” broadcast, wherein a Batch of content is sent. This is
advantageous for all digital broadcast systems, and is particularly useful when used wvith
multi-stage broadcast networks where a store and forward mechanism may.be used
between differen;t stages, as discussed above with reference to FIGURE 16.

One embodiment for broadcasting batches of content in accordance with th;:
teaéhiﬁgs of the inveﬁtion is illustrated in FIGURE 21: The process begins with an
ordered list corresponding to broadcast schedule queue 133. A second query 247is

performed on the ordered list to determine one or more pieces of content that are

'scheduled to be broadcast during a next broadcast window. The pieces of content selectecd
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combined data stream 237, thereby creating a fully-used bandwidth data stream 245.
Fully-used bandwidth data stream 245 is than forwarded to modulator 241, which

modulates the data stream and sends it to the broadcast uplink in a manner similar to that

- discussed above with reference to FIGURE 19.

It is noted that under most instances, the data rate éorre;sponding to a broadcast of a
piece of content does not need to match the data rate at which that content is played back.’
For example, suppose the piece of content is a movie. Under a conventional broadgast,
data corresponding to the movie would bé broadcast at a constantArate that is adépted for
reception and playback of that broadcast by convention television receivers. This is
beCause- the received conten_t' is “played™ as it is received, or in real-time. In‘contfast,
many on the pieces of cbnteﬁt that are broadcast under the teachings of the invention are to
be viewed “on démand” ata péint in time -suBseq'uent to when that broadcast is received
and cached by a client system. - As a resuit, the daté rate used to broadcast the various’
pieces of content may vary over time, wherein the content may be délive;réd at
significantly faster or slow rates than real-time broadcast data.

In accordance with the foregéing considerations, another method for sending the
pieces of cqntent is via a “batch” broadcast, wherein' a batch of content is sent. This is
advantageous for all digital broadcast systems, and is particularly useful when used with
multi-stage broadcast networks where a store and f;)rward mechanism may be used.
between differéht.stages, as discussed above with reference to FIGURE 16.

| One embodiment for broadcasting batches of content in accordance with the
teachings of the invention is illustrated in FIGURE 21. The process begiﬁs With an
‘ordered list correéponding to broadcast schedule queue 133. A second query 247 is -
performed on the ordered list to determine one or more pieces of content that are

scheduled to be broadcast during a next broadcast window. The pieces of content selected
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for a given batch of content will be based on the content size 249 of each piece of content,
a broadcast window length 251, and a broadcast bandwidth 253. The pieces of content

that fall at the top of an ordered list 133A are selected, in order, based on their respective

_ size and the available space left in a batch limit that is determine by multiplying the

broadcast window length times the broadcast bandwidth‘. Each next piece of content in
ordered list 133A will be added as long as its size is less than or equal to the remaining
space in the batch. If the size of a next piece of content exceeds the remaining space, the
following piece of content will Be considered for the batch of content to be broadcast.
This process is repeated until the aggregated sizes of the selected pieces of content
(apprpximatély) fill the batcfi limit, Once the pieces of content for fhe batch are selected,.
those pieces of content are scﬁedu]ed to be broadcast together m a batch during the ﬁext
scheduled broadcast window. As before, upon broadcast of the batch of content, the client
demand feedback data for each piece of content in the batch is reset inv block 231.

With reference to FIGURE 22, one embodiment of a process for determining
which pieces of content rﬁake up a given batch of content Begins in a block 501, wherein
the ordered list of content is built that includes the size of each piece of content; as |
depicted by ordered list 133A in FIGURE 21. As discussed ébove, ordered list [33A may
be derived from ordered broadcast schedule queue 133 using query 247. However, as will
be recognized by those skilled in the database arts, queries 215 and 247 can be combined
into a single query to pAroduce. ordered lisi 1l3 3A.

| ~Next, in a block 503, the batch size limit is determined. ‘This is calculated by
muitiplying broadcast window 251 by the broadcast bandwidth for the window 253. The

remaining space is then set equal to the batch size limit in a block505. As depicted by

~ start and end loop blocks 507 and 509, respectively, the following operations are

‘performed for on one or more pieces of content in ordered list 133A, in order. First, in a
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decision block 511 a determination is made to whether the piece of content has a size thaf
is less than or equal to the remaining space. If the answer is yes, the logic proceeds to a
block 513 in which the piece of content is added to the batch; and a block 515 in which the
remaining space is decremented by the size of the recently added piece of content. The .
logic then proceeds to a dec;ision block 517, wherein a defermination is made to whether
there is any remaining space left. If the answer is no, a list of the pieces of contgnt that
have been added to the batch is returned .in a return block 519. If the deterrﬁ ination made
in decision block 511 is false, blocks 513, 515, and 517 are skippéd.
| Next, in a decision bldk:k 512, a determination is made to whether there ére any
remaining pieces of content in the list to consider. If the answer is o, the logic proceeds
to return block 519. If there are remaining pieces of coﬁtent to consider, the logic loops
back to start block 507 to bégiﬁ-the evalugtioh of the next piece of content. This
processing lodp is performed continuously until th‘e‘logic exits through return‘block 519.
Examples of the results of the batch selection process are shéwn iﬁ FIGURES 21.

and 23. For eXarﬁple, as depicted in FIGURE 21, suppose that the broadcast window

- length is 1000 seconds and the broadcast bandwidth is 3 Mbps. The batch limit would

bthan_equal 3 gigabits, and the system will select the fop 3 Gigabits worth of content from
the top of ordered list 133A to content. In this inétance, piecesAof content F, B, and D are
sent, which are determined in the following mannef. Piece of content F is first considered
since it is at the top of ordered list 133A. It has a size of 1.0 gigabits, which is less than
tﬁe remaining s_péce, whibh begins at the batch limit of 3 gigébits. The remaiﬁing space is
then decremented by 1.0 gigabits so that it now equals 2 gigabits, and the .néxt piece of
Acontent in ordefed list 133A, content B, is considered. Content B has a size of .8 gigabits,
which is less than the remaining spaée of 2 gigabits, so it is added to the batch and the .

remaining space is decremented by .8 gigabits so that it now equals 1.2 gigabits. Next,
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content C is considered, which has a size of 1.1 gigabits, which again is less than the
remaining space, so it is added to the batch and the remaining séace is decremented by_l.l
so that it ﬁc;w equals .1 gigabits. The remaining pjeées of content are then considered, in

. order, to see if any of them have a size <= .1 gigabits. Since none of them have this size,
the batch of content, comprising content F, B, and D, is scheduled to be broadcast during
the next broadcast window. .

In FIGURE 23 the batch limit has been reduced to 2.5 gigabits. Content F and B
are added to the batch, as above,- leaving 77 gigabits of remaining space. Next, content D
is considered. However, in block 511 it is determined that the size of content D is larger
than the reméining space, anci so the logic loops back to evaluate content A. In this case,
the answer to block 511 is trué, and content A is added to the batch of content. Dediéion
block 517 then determines that all of the remaining space has been used, and the logic
returns Content F,‘ B, and A for the batch in return block 519.

In one embodiment, a query is used to build ordered list 1334, wﬁerein the query
is incorporated into a curs'or‘loop, which loops through the results of the query to select an
appropriéte set of pieces of content for the batch. In another embodiment, a somewhat
‘more complex query may be used to select the appropriate set. of pieces of content for the
batch. |

In the foregoing detailed descfiption, the method and apparatus of the present
invention have been degcribed with referénée to specific exemplary embodiments thereof,
It will, however, be evident that various modiﬁcations and changes may be made thereto
witilout departing from the broader spirit and séope of the present invention. The present

specification and figures are a'ccord'ingly to be regarded as illustrative rather than

. restrictive.
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CLAIMS

What is claimed is:

1. A method for generating a broadcast schedule, comprising:

broadcasting meta-data to a plurality of client systéms,lthe meta-data including
descriptions of a plurality of pieces of content that are in consideration for upcoming
broadcasts by a broadcast operations gentér;

5 receiving individual sets of client demand feedback data ﬁom at least a portion of
saici plurality of client systemé, each individual set of client demand feedback data
comprising data indicating a client interest level in at least a portion of the plurality of
pieces of content;

- maintaining a broadéasf schedule quehe,c’omprising an ordered list of pieces of
10 content that indiéates relative levels of client interest in each piece of content that are -
derived from an aggregation of the client demand feedback data; and |
. selecting a batch of content comprising one or more pieces of content froma top .
portion of the broadcast schedule 'quéue to be broadcast during a next broadcast schedule '
wiﬁdow based on a size of said one or more pieces of conteni in combination with an

15 available bandwidth for the next broadcast schedule window.

2. The method of claim 1, wherein the method is performed continuously such that

a new batch of content is broadcast during sequential broadcast schedule windows.

3. The rhethod of claim 1, further comprising resetting the client demand feedback
data for each piece of contént in the batch of content that is selected to be broadcast during

20 - anext broadcast schedule window in response to a broadcast of that batch of content such
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that the piece of content cannot be selected again for a subsequent broadcast until new

client demand feedback data corresponding to that piece of content is received.

4. The method of claim 1, wherein the individual sets of client demand feedback
data are received from respective client systems on an asynchronous basis and the
5 broadcast schedule queue is recalculated upon receiving each individual set of client

demand feedback data.

5. The method of claim 1, further comprising adjusting-the broadcast schedule

queue in consideration of business objectives.

6. The method of claim 1, wherein the client demand feedback data comprises
10 ratingsﬁdata corresponding to respective pieces of content, and wherein the pieces of
content in the broadcast Schédule queue are ordered based on corresponding relative rating

-values derived from an aggregation of the ratings data.

7. The method of claim 6, wherein the aggregation of the ratings data comprises’
calculating an average ratings value for each piece of content and the highest rated piece

15  of content is the piece of content with the highest average rating value.
. 8. The method of claim 6, wherein at least a portion of the ratings data comprise

rating inputs provided by users of the client systems, each rating input indicating a level of

desirability of a given user to receive a corresponding piece of content.
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9. The method of claim 6, wherein at least a portion of the ratings data is
automatically generated by the client systems based on data stored on the client systems

that are indicative of content preferences of users of those client systems.

10. The method of claim 6, further cdmprises adjusting ratings data corresponding
to any pieces of content that are rated by a given client system in consideration of a

revenue-generating potential for those pieces of content.

11. The method of claim 6, wherein, for each individual set of client dgmand
feedback data received from a client system, a first portion of the ratings data comprises
rating inputs provided By one or more users of that client systefn and a second portion of
the ratings data are automaticaily generatgd l')yA that client system based on data stored on

that client system that are indicative of content preferences of said one or more users of

* that client system.

12. The method of claim 6, Wherein‘ the meta-data is broadcast as a continuous
‘stream and includes a content descriptor for each piéce of content compx'ising a set of
attributes and attribute values that are used to deécribe that pieée of content, and further
wherein at least a‘portion of the client systems proVide ratings data corresponding to an
individual piece of content in response to receiving the content descriptor for that piece of

content,

13. The method of claim 1, wherein at least a portion of the individual sets of

client demand feedback data comprise relative rankings data pertaining to relative levels
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of interest in at least two pieces of content, and the broadcast schedule queue is

determined, at least in part, by aggregating the relative rankings data.

14. The method of claim 13, wherein the aggregation of the relative rankings data
comprises calculating an average ranking value for each piece of content among said
5 plurality of pieces of content and wherein the ordered list reflects the relative average

ranking values of corresponding pieces of content.

' 15.- The method of claim 13, wherein at least a portion of the relative rankings data’
comprise individual sets of relative ranking inputs prdvided by users of the client systems,
each individual set of relative ranking inputs comprising a relative ranking of at least two

10 pieces of content, wherein the relative ranking is indicative of a relative level of
desiraBility of a given user of a respective client system to receive a broadcast of the

pieces of content ranked by that user.

16. The method of claim.13, wherein at least a portion of the relative rankings data
is automatically generated by the client systems based on data stored on the client systems

15 that are indicative of content preferences of users of the client systems.

17. The method of claim 13, further comprises adjusting relative rankings data
corresponding to pieces of content that are rated by a given client system in consideration

of a revenue-generating potential for those pieces of content.

18. The method of claim 13, wherein, for each individual set of client demand

20 feedback data among at least a portion of the individual sets of client demand feedback

59



10

15-

20

WO 02/104031 PCT/US02/17316

data comprising relative rankings data, a first portion of the relative rankings data
comprises relative ranking inputs provided by one or more users of the client system frgm
which that individual set of client feedback is received and é second ponion of the relative
rankings data are automatically generated by that client system based on data stored on .
that client system that are indicative of content preferences of said one or moré users of

that client system.

19. The method of claim 13, whérein a current set of mefa-data co‘rresbonding toa-
sef of pieces of content considered for an upcoming broadcast is broadcast as a continuous
stream that is repeated and includes a respective content descriptor for each-pi}éée’ of
contenf included in the set of pieces of content, and whérein at least a portion of the'
individual sets of client defnaﬁd feedback déta_ includes a ranked list expressing a relative

interest in all of the pieces of content in the set of pieces of content.

20. The rhethod of claim 1 further comprising broadcasting a broadcast schedulé
prior to broadcasfing the batch of content that is selected to be broadcast during the next "

_broadcast schedule window.

21. The method of claim 1, wherein the plurality of client systems are segmented
such that each client system is a member of a particular segment among mulfiple segments
and each individual set of client feedback data includes data that identifies the segment the'
client system ils a member of, and further wherein one or more pieces of éqhtent are

selected to be broadcast during the next broadcast schedule window for each segment.
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22. The method of claim 21, wherein the plurality of client systems are segmented

based on geography such that each client is assigned to a geographical region.

23. The method of claim 21, wherein the plurality of client systems are segmented

based on a network by which each client receives broadcast content.

S 24. The method of claim 1, further comprising broadcasting the batch of content

using a multi-stage broadcast network.

25. The method of claim 24, wherein the mulii-stage-broadcast network uses a
store and forward mechanism in which broadcast data is stored and forwarded between

different stages.

10 - 26. An apparatus, comprising:

a processor having circuitry to execute instructions;

a communications interface coupled to the processor to receive data from the one

or more client systems;

a storage devicé coupled to the processor, having sequences of instructions stored

15 therein, which when executed by the processor cause the apparatus to
receive .individual sets of c.:li'ent demand feedback data from a plurality of
A client systems, each individual set of élient deménd feedback data generated in
respbnse to meta-data that is broadcast to the plurality of client systems, the meta-
data including descriptions of a plurality of pieces of content that are in

20 . consideration for upcoming broadcasts, each individual set of client demand -
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feedback data indicating a client interest level in at least a portion of the plurality
_of pieces of content; |
maintain a broadcast schedule queue comprisfng an ordered list of pieces of

content that indicates relative levels of client interest in each piece of content fhat: .
are derived from an aggregation of the client demand feedba;;k data; and

| select a batch of content comprising one or more pieces of content from a
top portion of the broadcast sphedule queue to be broadcast during a next broadcast
schedule window based ona size- of said one or more pieées of conien‘t'in

combination with an available bandwidth for the next broadcast schedule window.

27. The apparatus of claim 26, wherein the c]ieht demand feedback data for‘each
piece of content in the batch of content that is selected to be broadcast duriﬁg a next |
broadcast _schedﬁle window is reset in response tova_ broadcast of that batch of content such
that the piece of content cannot be selected again for a subsequent Broadcést ﬁntil ﬁew
client demand feedback data corresponding to that piece of content is received and the
broadcast scheduiing queue is updated continuously such that a new batch of content is -

Jbroadcast during sequential broadcast schedule windows.

28. The apparatus of claim 27, wherein the individual sets of client demand
feedback data are received from respcctivéclient systems on an asynchronous basis and
the broadcast schedule queue is recalculated upon receiving each individual set of client

.demand feedback data.

29. The apparatus of claim 26, wherein the client demand feedback data comprises

ratings data corresponding to respective pieces of content, and wherein the pieces of
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content in the broadcast schedule queue are ordered based on corresponding relative rating

values derived from an aggregation of the ratings data.

30. The apparatus of claim 29, wherein, for at least a portion of the individual sets
of client demand feedback data received from the client systems, a first portion of the
ratings data comprises rating inputs provided by one or more users of the client system

from which that individual set of client demand feedback data is received and a second

- portion of the ratings data are automatically generated by that client system based on data

stored on that client system that are indicative of content prefefences of said one or more .

users of that client system.

31. The apparatus of claim 29, wherein the meta-data is broadcast as a continuous
stream and includes a content descriptor for each piece of content comprising a set of

attributes and attribute values that are used to describe that piece of content, and further

- wherein at least a portion of the client systems provide ratings data corresponding to an

individual piece of content in response to receiving the content descriptor for that piece of

content.

32. The apparatus of claim 26, wherein at least a portion of the individual sets of
client demand feedback data comprise relative rankings data pertaining to relative levels
of interest in at least two pieces of content, and wherein broadcast schedule queue is

determined, at least in part, by aggregating the relative rankings data.

33. The apparatus of claim 32, wherein, for each individual set of client demand

- feedback data among at least a portion of the individual sets of client demand feedback
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data comprising relative rankings data, a first portion of the relative rankings data
comprises relative ranking inputs provided by one or more users of the client system from
which that individual set of client feedback is received and a second portion of the relative
rankings data are automatically generated by that client systeﬁ based on data stored on
that client system that are indicative of content preferencés of said one or more users of

that client.system.

34. The apparatus of claim 32, wherein a current set of rr;eta-data corresponding to
a sét of pieces of content considered for an upcoming broadcast is broadcast és a |
continugus stream that is repeated and includes a respective content descriptor .for each
piece of content included in the set of pieces of content, and wherein at least a portién of
the individual sets of client de_rﬁand feedback data includes a ranked list expressing a

relative interest in all of the pieces of content in the set of pieces of content.

35. A machine-readable medium having a plurality of machine-eXecutable‘
instructions stored thereon, which when executed by a machine cause the machine to:
receive individual sets of client demand feedback data from a plurality of
cliént systems, the‘ individual sets of client demand feedback data generated in
response to meta-data that is broadcast to the plurality of client systéms, the meta-
data including descriptions of a plurality of pieces of content that are fn
consideration for a upcoming broadcast, each individual set of client demand -
feedbaék data indicating a client interest level in at least a portion of the plurality

of pieces of content; . .
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maintain a broadcast schedule queue comprisihg an ordered list of pieces of
content that indicates relative levels of client interest in each piece of content that
a.rel derived from an aggregation of the client demand feedback data; and
select a batch of content comprising one or more pieces of content from a
. top portion of the broadcast schedule queue to be broadcast during a next broadcast
schedule window based on a size of said one or moreA pieces of content in

combination with an available bandwidth for the next broadcast schedule window. -

‘ 36: The machine-readable medium of claim 35, whereih execution of the plurality
of machine ihstructions cause the machine to reset the client demand feedback data for
each piece of content in the bétch of content that is selected to be broadcast during’ﬁ next -
broadcast schedule window in response to a broadcast of that batch of content such that
the piece of content cannot be selected again for a subsequent broadcast until new client
demand feedback data cbrresponding to that piece of content is received, and the broadcast

- scheduling queue is updafed continuously such that a new batch of content is broa_dcast

during séquential broadcast schedule windows.

37. The machine-readable media of claim 36, wherein the individual sets of client
demand feedback data are received from respective client systems on an asynchronous
‘basis and the broadcast schedule queue is recalculated upon receiving each individual set

of client demand feedback data.

38. The machine-readable media of claim 35, wherein the client demand feedback

data comprises ratings data corresponding to respecti\/e pieces of content, and wherein the
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pieces of content in the broadcast schedule queue are ordered based on corresponding

relative rating values derived from an aggregation of the ratings data.

39. The machine-readable media of claim 38, wherein,l for at least a portion of thie
individual sets of client demand feedback data received from the client systems, a first
portion of the ratings data comprises rating inputs provided by one or more users of the
client system from which that indivjdpal set of client demand feedback data is réceived
and a second portion of the ratings data are automatically generafcd by that client s;ystem
ba§ed on data stored on that client system that are indicative of content prefefences of sa.id

one or more users of that client system.

40. The machine—réadéble medium ofc_:laim 38, wherein the meta-data is broadcast

as a continuous stream and includes a content descriptor for each piece of content .

" comprising a set of attributes and attribute values that are used to describe that piece of .

content, and further wherein at least a portion of the client systems provide ratings data -
corresponding to an individual piece of content in response to receiving the content

descriptor for that piece of content.

41. The machine-readable medium of claim 35, wherein at least a portion of the
individual sets of client demand feedback data comprise relative rankings data pertaining
to relative levels of interest in at least two pieces of content, and wherein broadcast

schedule queue is determined, at least in part, by aggregating the relative rankings data.

42. The machine-readable medium of claim 41, wherein, for each individual set of

client deménd-feedbacl_c data among at least a portibn of the individual sets of client
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derﬁand feedback data comprising relative rankings data, a first portion of the relative
rankings data comprises relative ranking inputs provided by one or more users of the client
system from which that individual set of client feedback is received and a second portion
of the relative rankings data are automatically generated by that client system based on
data stored on that client system that are indicative of content prefercncesvof said one or

more users of that client system.

43. The machine-readable medium of 41, wherein a current set of meta-data
corresponding to a set of pieces of contént considered for an upcoming broadcast is.
broadcast as a continuous stream that is repeated and includes a respective content
descriptor for €ach piece of cbntent included in the set of pieceé of content, and Whérein at
Ieas.t a portion of the individual sets of client demand feedback data includes a ranked list

expressing a relative interest in all of the piéces_ of content in the set of pieces of content.

44. A system, cofr\prising:

a broadcast server;

a database server, linked in communication with the broadcast server; and

a plurality of cﬁent systems linked in communication with the broadcast server via
a first communipations link and linked in communication with the database server via a
second communicatioﬁ link; |

wherein the broadcast server is progrémmed to Broadcast meta-data to said

plﬁrality of client systems via the first communications link, the meta-data including

descriptions ofa plurality of pieces of content that are considered for an upcoming

broadcast;
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wherein each of said plurality of client systems is programmed to generate an
individual set of client demand feedback data indicating a client interest level in at least a
portion of the plurality of pieces of content based, in part, on the descriptions of such
provided by the meta-data;

wherein at least a portion of the plura']ity of client systems send individual sets of
client demand feedback data to the database server via the second communications link;

wherein the database server is prﬁgrammed to maintain a broadcast Qchedu_le queue
comprising an ordered list of piéces of cbntent that indicates re]aﬁve levels of client
intérest in each piece of content that are derived from an aggregation of the cliént demand
feedback data; and

‘wherein at least one of the broadcast server and database server is programﬁed to
select a batch of content cdmpﬁsing one or more pieces of content from a tf)p portion of
the broadcast séhedule queue to be broadcast during a next broadcast schedule window
based on a size of said one or more pieces of content in combination with an évailéble

bandwidth for the next broadcast schedule window.

45, The system of claim 44, wherein the one of the database server is programmed
to reset the client demand feedback data for each piece of content in the batch of content
that is selected to be broadcast during a next broadcast schedule window in response to a
broadcast of that batch of content such that the piece of content cannot be sellected again
for a subsequent broadcast until new client demand feedback data corresponding to that
piece of conteﬁt is received, and the broadcast scheduling queue is updated continuously

| such that a new Batch of content is broadcast during seqdential broadcast schedule

windows.
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46. The system of claim 45, wherein the individual sets of client demand feedback
data are received from respective client systems on an asynchronous basis and the
broadcast schedule queue is recalculated by the datébase server upon receiving each

individual set of client demand feedback daté.

47. The system of claim 44, wherein the client demand feedback data comprises
ratings data corresponding to respective pieces of content, and wherein the pieces of
content in the broadcast schedule queue are ordered based on corresponding relative rating

values derived from an aggregation of the ratings data.

48. The system of claim 47, wherein, for at least a portion of the individual sets of -
client demand feedback data received from the client systems, a first portion of the ratings
data comprises rating inputs provided by one or more users of the client system from
which that individual set of c-lient demand feedback data is received and a second portion
of the ratings data are aufomatically generated by that client system based on data stored
on that client system that are indicative of content preferences of said one or more users of

that client system.

49. The system of claim 47, wherein the meta-data is broadcast as a continuous
stream and includes a éontent descriptor‘fo.r each piece of content comprising a set of
attribgtes and attribute values that are used to describe that piece of content, and further
wﬁerein at least a portion of the client systems provide ratings data corresponding to an
individual piece of content in response to receiving the content descriptor for that piece of

content.
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50. The system of claim 44, wherein at least a portion of the individual sets of
client demand feedback data comprise relative rankings data pertaining to relative levels
of interest in at least two pieces of content, and wherein broadcast schedule queue is

determined, at least in part, by aggregating the relative rankings data.

51. The system Qf claim 50, wherein, for each individual set of client demand
feedback data among at least a portion o'f the individual sets of client demand feedback
data comprising relative rankingé data, a first portion of the relatfve rankings data
comprises relative ranking ianuts provided by one or more users of the client system from
which that individual set of client feedback is received and a second portion of fh_e relative
rankinés data are autonﬁatical]y generated by that client system based on data storeci on
that client systerﬁ that are indiéative of content preferences of said one or more users of

that client system.

52. The éystem of claim 50, wherein a current set of meta-data corresponding to'la
set of pieces of content considered for an upcoming broadcast is broadcast as a continuous
stream that is repeated and includes a respective content des;:riptor for each piece of
content included in the set of pieces of content, and wherein at least a portion of the
individual sets of client démand feedback data includes a ranked list expressing a relative

interest in all of the pieces of content in the set of pieces of content.
53. The system of claim 44, wherein the first communication link comprises a

satellite broadcast link and the second communication link comprises a

telecommunications link.
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54. The system of claim 44, wherein the first communication link and second

communications link comprise a bi-directional cable system link.
55. The system of claim 44, wherein the first communication link comprises a
satellite broadcast link and the second communication link comprises a computer network

_communications link

56. The system of claim 44, wherein the first communication link and the second

communications link comprise computer network communications links. -
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